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IntroductionIntroductionIntroduction
•A data mining system could generate under different conditions 
thousands or million of patterns. Then questions arise for their quality:

– which of the extracted patterns are interesting ?
– which of them represent knowledge?

•A pattern is interesting:
– if it is easily understoodeasily understood, validvalid, potentially usefuluseful and novelnovel. 
– if it validates a hypothesis that a user seeks to confirm.

•An interesting pattern represents knowledge.

•The qualityquality of patterns depends on:
– the quality of the analysed data and 
– the quality of data mining results. 
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Introduction - Quality in Data MiningIntroduction Introduction -- Quality in Data MiningQuality in Data Mining

• The Quality in Data MiningQuality in Data Mining corresponds to

– the representation of the knowledge included in the 

analysed data

– Algorithms tuning – Selection of a suitable algorithm for a 

specific data analysis task

– Selection of the most interesting patterns from the set of 

extracted patterns or the patterns that best fits the 

analysed data.
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What is Quality for the DM tasks?What is Quality for the DM tasks?What is Quality for the DM tasks?
• Quality in ClassificationQuality in Classification

– Ability of the designed classification model to correctly classify new data 

samples.

– Ability of an algorithm to define classification models with high accuracy

– Interestingness of the patterns extracted during the classification process

• Quality in ClusteringQuality in Clustering

– How well the defined clustering scheme fits our data set

– The number of groups into which the analysed data can be partitioned

••Quality in Association RulesQuality in Association Rules

– Interestingness of the extracted rules

– The proportion of data that the extracted rules represent
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Introduction
The role of Data Preprocessing in Quality Assessment

IntroductionIntroduction
The role of Data Preprocessing in Quality AssessmentThe role of Data Preprocessing in Quality Assessment

••Data preData pre--processingprocessing is a major step in the whole 

KDD process

••Data preData pre--processingprocessing techniques applied prior to 

data mining step could help to improve the quality ofimprove the quality of

analysed dataanalysed data and consequently of the data mining data mining 

resultsresults..
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Why Data Preprocessing?Why Data Preprocessing?Why Data Preprocessing?
• Data in the real world is dirty

– incomplete: lacking attribute values, lacking certain 
attributes of interest, or containing only aggregate data

– noisy: containing errors or outliers

– inconsistent: containing discrepancies in codes or names

• No quality data, no quality mining results!

– Quality decisions must be based on quality data

– Data warehouse needs consistent integration of quality 
data
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Major Tasks in Data PreprocessingMajor Tasks in Data PreprocessingMajor Tasks in Data Preprocessing

•• Data cleaningData cleaning,, which can be applied to remove noise 
and correct inconsistencies in the data.

•• Data transformationData transformation.. It could be applied to improve 

the accuracy and efficiency of mining algorithms 

involving distance measurements.

•• Data reductionData reduction. It is applied to reduce the data size by 

aggregating, eliminating redundant features.
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Quality Assessment Methods for DM TasksQuality Assessment Methods for DM TasksQuality Assessment Methods for DM Tasks
• The number of patterns generated during the data mining process is 

very large but only few of these patterns are likely to be of any interest 
to the domain expert analyzing the data.

• Many of the patterns are either irrelevant or obvious and not provide 
new knowledge. 

• Patterns in data can be represented in many different forms including: 
classification rules, association rules, clusters. classification rules, association rules, clusters. 

• Techniques for evaluating the relevance and usefulness of discovered 
patterns are required. 

• These techniques are broadly referred to as 

– Interestingness measures in case of classification or association 
rules applications

– Cluster validity indices (or measures) in case of clustering. 
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Quality Assessment Methods for DM TasksQuality Assessment Methods for DM TasksQuality Assessment Methods for DM Tasks

•• ClassificationClassification

–– Classifiers accuracy techniques and related Classifiers accuracy techniques and related 
measuresmeasures

•• Accuracy is one of the most important and widely used Accuracy is one of the most important and widely used 
quality criteria in the classification processquality criteria in the classification process

•• AccuracyAccuracy
Evaluation of a classifier(classification model)Evaluation of a classifier(classification model)

Comparison of different classification algorithmsComparison of different classification algorithms

–– Classification Rules Interestingness MeasuresClassification Rules Interestingness Measures
•• Evaluation of the classification resultsEvaluation of the classification results
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Quality Assessment Methods for DM TasksQuality Assessment Methods for DM TasksQuality Assessment Methods for DM Tasks

•• ClusteringClustering

–– Cluster Validity approachesCluster Validity approaches

•• Evaluation of clustering results Evaluation of clustering results 

•• Selection of the partitioning that best fits the Selection of the partitioning that best fits the 

considered dataconsidered data

•• Association RulesAssociation Rules

–– Association Rules Interestingness MeasuresAssociation Rules Interestingness Measures

•• Selection of interesting rules, rules that are Selection of interesting rules, rules that are 

representative of a data set.representative of a data set.



Classification Quality 
Assessment

Classification Quality Classification Quality 
AssessmentAssessment
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ClassificationClassificationClassification

• The goal in classification processgoal in classification process is to induce a model that 

can be used to classify future data items whose 

classification is unknown 

•• ClassificationClassification is based on:

– A well-defined set of classes and 

– A training set of pre-classified examples. 

• The knowledgeknowledge produced during the classification process 

can be extracted and represented in the form of rules. 



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Evaluation of Classification methods Evaluation of Classification methods Evaluation of Classification methods 
•• Classification methodsClassification methods can be compared and evaluated based on the 

following criteria:
–– Classification model accuracyClassification model accuracy: The ability of the classification 

model to correctly predict the class into which new or 
previously unseen data are classified.

–– Speed:Speed: It refers to the computation costs in building and using 
the model.

–– RobustnessRobustness: The ability of the model to handle noisy or data 
with missing values and make correct predictions.

–– Scalability:Scalability: The method ability to construct the classification 
model efficiently given large amounts of data.

–– Interpretability:Interpretability: It refers to the level of understanding that 
the constructed model provides.
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Classification Model AccuracyClassification Model AccuracyClassification Model Accuracy

• The accuracy of a classification model (classifier)

– allows one to evaluate how accurately the 

designed model will classify future data ?

– helps to the comparison of different classifiers
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Techniques for assessing classifier’s accuracyTechniques for assessing classifierTechniques for assessing classifier’’s accuracys accuracy
•• HoldHold--out methodout method..

– The data set is randomly partitioned into a training set 
and a test set.

– The training data are used to define the classification 
model 

– Its accuracy is estimated based on the test data. 

•• kk--fold crossfold cross--validation.validation.

– The initial data are portioned into k subsets, “folds”. 

– Training and testing are iteratively performed k times. 

– The accuracy is estimated as 

samples_total)classified_correct(num
k

1i
i∑

=
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Techniques for assessing classifier’s accuracyTechniques for assessing classifierTechniques for assessing classifier’’s accuracys accuracy
•• Bootstrapping. Bootstrapping. 

– It is k-fold cross validation with k set to the number of 
initial samples.

– It samples the training instances uniformly with 
replacement and leave-one-out.

– Let S ={S1,…, Sk}

– For r=1,…,k

• Define the training set, T, as the set of k-1 samples 
randomly selected from S

• Train the classifier on T

• Test the classifier on the remaining set.
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Alternative to the accuracy measures (I)Alternative to the accuracy measures (I)Alternative to the accuracy measures (I)

•• The estimation of an accuracy rate based on training data may The estimation of an accuracy rate based on training data may 
mislead us about the quality of the derived classifier.mislead us about the quality of the derived classifier.

•• Why?Why?

–– Let a classifier, Let a classifier, ff, be trained to classify a set of data as , be trained to classify a set of data as 
“positive” or “negative”.“positive” or “negative”.

–– A high accuracy could be result of the A high accuracy could be result of the ff ‘s ability to ‘s ability to 
recognize negative samples. recognize negative samples. 

–– It gives no indication about the ability of It gives no indication about the ability of f f to recognize to recognize 
positive and negative samples.positive and negative samples.

•• Alternative to the accuracy measures have been proposedAlternative to the accuracy measures have been proposed
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Alternative to the accuracy measures (II)Alternative to the accuracy measures (II)Alternative to the accuracy measures (II)

•• Sensitivity Sensitivity assesses how well the classifier can recognize 
positive samples

positive
positive_trueySensitivit =

•• SpecificitySpecificity measures how well the classifier can recognize 
negative samples.

negative
negative_trueySpecificit =
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Alternative to the accuracy measures (III)Alternative to the accuracy measures (III)Alternative to the accuracy measures (III)

•• PrecisionPrecision assesses the percentage of samples classified 
as positive that are actually positive

•• AccuracyAccuracy can be defined as a function of sensitivity and 
specificity

)positive_truepositive_false(
positive_trueecisionPr
+

=

negativepositive
negativeySpecificit

negativepositive
positiveySensitivitAccuracy

+
⋅+

+
⋅=
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Comparison of classification algorithmsComparison of classification algorithmsComparison of classification algorithms

““Given two classification algorithms A and B and a Given two classification algorithms A and B and a 
dataset S which algorithm will produce more dataset S which algorithm will produce more 

accurate classifiers when trained on the same accurate classifiers when trained on the same 
dataset dataset ??””

Approaches based on statistical tests have been 
proposed to answer the above question.
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McNemar’s test (I)McNemarMcNemar’’ss testtest (I)(I)
• Let S the available set of data, which is divided into a training set R, and 

a test set T. 
• Let two algorithms A and B trained on the training set and the result is 

the definition of two classifiers ffAA and ffBB. 
• We test these classifiers on T

– for each example x∈ T we record how it was classified and construct the 
following contingency table:

Number of examples Number of examples 
misclassified by both misclassified by both 
classifiers (nclassifiers (n0000).).

Number of examples misclassified Number of examples misclassified 
by by ffA but notbut not by by ffBB (n(n0101))

Number of examples Number of examples 
misclassified by misclassified by ffBB but but 
not by not by ffA(n(n1010))

Number of examples misclassified Number of examples misclassified 
neither by neither by ffA nor by nor by ffBB(n(n1111))

•• The two algorithms should have the same error rate under the The two algorithms should have the same error rate under the 
null hypothesis. null hypothesis. 
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McNemar’s test (II)McNemarMcNemar’’ss testtest (II)(II)
• McNemar’s test is based on a χ2 test for good-ness-of-fit
• It compares the distribution of counts expected under null hypothesis 

to the observed counts. The expected counts under the null hypothesis 
are:

nn0000 (n(n01+01+ nn1010)/2)/2
(n(n01+01+ nn1010)/2)/2 nn1111

( )
1001

2
1001

nn
1nn

s
+

−−
=•• We consider the following We consider the following statisticstatistic

•• If the null hypothesisIf the null hypothesis,Ho, ,Ho, is correct, then is correct, then 
P (s >P (s > xx22

1, 0.95 1, 0.95 ) <) < 0.05. 0.05. 

If |s| >If |s| > xx22
1, 0.95 1, 0.95 

reject Horeject Ho
the two algorithms have  the two algorithms have  
different performancedifferent performance
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A test for the difference of two proportions (I)A test for the difference of two proportionsA test for the difference of two proportions (I)(I)
• A statistical test that is based on 

– measuring the difference between the error rate of algorithm A and 
the error rate of algorithm B 

•• ppAA = (n= (n0000 +n+n0101)/n)/n proportion of test examples incorrectly 
classified by algorithm A and 

•• ppBB=(n=(n0000+n+n1010)/n)/n proportion of test examples incorrectly 
classified by algorithm B. 

•• Assumption: Assumption: 
– when algorithm A classifies an example x ∈ T, the probability 

of misclassification is pA.
– the number of misclassifications of n test examples is a 

binomial random variable with
• mean npA and 
• variance pA(1-pA)n.
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A test for the difference of two proportions (II)A test for the difference of two proportionsA test for the difference of two proportions (II)(II)
• if pA and pB are independent then

– pA-pB can be viewed as normally distributed
• Under the null hypothesis, Ho, it will have a mean of zero and 

a standard deviation error of

n

)
2

pp1(p2
se

BA +
−

=

• Based on the above analysis, we obtain the statistic

n/)p1(p2
ppz BA

−
−=

which has a standard normal distribution. 

if |z|>Zif |z|>Z0.9750.975 =1.96=1.96 thenthen

HoHo is rejectedis rejected
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A test for the difference of two proportions
(III)

A test for the difference of two proportionsA test for the difference of two proportions
(III)(III)

DrawbacksDrawbacks

– The probabilities pA and pB are measured on the same test 

set and thus they are not independent. 

– The test does not measure variation due to the choice of 

the training set or the internal variation of the learning 

algorithm. 

– it measures the performance of the algorithms on training 

sets of size significantly smaller than the whole data set.
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The resampled paired t test (I)The The resampledresampled paired paired t t testtest (I)(I)

• The test conducts a series of 30 trials, Tri. 

• ∀ Tri, i=1,…30

– the available sample S is randomly divided into a training set R 

and a test set T. 

• The algorithms A and B are both trained on R and the resulting 

classifiers are tested on T. 

• Let pi
A and pi

B observed proportion of test examples 

misclassified by algorithm A and B respectively during the ith trial. 
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The resampled paired t test (II)The The resampledresampled paired paired t t testtest (II)(II)

)i(
B

)i(
A

)i( ppp −=
• Let the 30 differences 

be drawn independently from a normal distribution. 
•Then we can apply Student’s t test by computing the statistic

( )
1n

pp

npt
n

1i

2)i(

−
−

⋅=
∑ = where ∑ =

= n

1i
)i(p

n
1p

•Under Ho, the statistic t has a t distribution with n-1 degrees of 

freedom. 

•Then for 30 trials: if |t|>tif |t|>t29, 0.975 29, 0.975 =2.045.=2.045.

HoHo could be rejectedcould be rejected
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The resampled paired t test (III)TThe he resampledresampled paired paired t t testtest (III)(III)

DrawbacksDrawbacks

– Since pA and pB are not independent, the 

differences p(i) will not have a normal distribution.

– The p(i)s are not independent, because the test and 

training sets in the trials overlap.
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Interestingness Measures of 
Classification Rules

Interestingness Measures of Interestingness Measures of 
Classification RulesClassification Rules

• Different approaches may result in different sets of 
patterns (classification rules). 

• It is important to evaluate the discovered patterns 
identifying these ones that are valid and provide new 
knowledge.

• Techniques that aim at this goal are broadly referred to 
as interestingness measures. 

• The interestingness of the patterns that discovered by a 
classification approach could also be considered as 
another quality criterion. 
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Rule-Interest Function (Piatetsky-Shapiro)RuleRule--Interest FunctionInterest Function ((PiatetskyPiatetsky--Shapiro)Shapiro)
• It is used to quantify the correlation between attributes in a 

classification rule.  
• It is suitable only for the single classification rules
• Let a rule X→ Y, the rule-interest function is given by the 

equation:

N
 YX

YXRI −∩=

where :
N is the total number of data points (or tuples of a database),  
|X| and |Y| are the number of tuples satisfying conditions X and 
Y respectively. 
|X ∩ Y| is the number of tuples satisfying X Y and
|X||Y|/N is the number of tuples expected if X and Y were 
independent (i.e., not associated).
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Rule-Interest Function (Piatetsky-Shapiro)RuleRule--Interest FunctionInterest Function ((PiatetskyPiatetsky--Shapiro)Shapiro)

• Depending on the values of RI we could evaluate the usefulness
and interestingness of the extracted classification rules.  Thus, 
if:
– RI=0, then X and Y are statistically independent and the rule 

is not interesting.
– RI>0 (RI<0), then X is positively (negatively) correlated to 

Y. The significance of the correlation between X and Y can 
be determined using chi-square test.

• Those rules, which do not exceed a pre-determined minimum 
significance threshold, are determined to be the most 
interesting.
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Smyth and Goodman’s J-MeasureSmyth and GoodmanSmyth and Goodman’’s Js J--MeasureMeasure

• The JJ--measuremeasure is a measure for probabilistic classification 
rules and

• It is used to find the best rules relating discrete-valued 
attributes. 

• A probabilistic classification rule is a logical implication 
X X →→ YY with some probability p, 

– the left- and right-hand sides correspond to a single 
attribute. 

– The right-hand side is restricted to simple single-valued 
assignment expression while the left-hand-side may be a 
conjunction of simple expressions. 
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Smyth and Goodman’s J-MeasureSmyth and GoodmanSmyth and Goodman’’s Js J--MeasureMeasure
• The JJ--measuremeasure is given by the equation

















−

−−+







=

)X(p1
)Y/X(p1log))Y/X(p1(

)X(p
)Y/X(plog)Y/X(p)Y(p)Y;X(J

where p(Y), p(X) and p(X/Y) are the probabilities of occurrence of Y, X 
and X given Y, respectively. 

• High values of J(X;Y) are desirable, but are not necessarily associated 
with the best rule. 

• Why?
Rare conditions may be associated with the highest values for J(X; Y) 
but the resulting rule is insufficiently general to provide any new 
information. 

• Further analysis is required in which the accuracy of a rule is traded for 
some level of generality or goodness-of-fit.
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Gago and Bento’s Distance MetricGagoGago and and BentoBento’’ss Distance MetricDistance Metric
• It measures the distance between classification rules 
• It determines the rules that provide the highest coverage for the 

given data. 

•• DA(DA(RRii, , RRjj)) number of attributes in Ri and not in Rj + the number of 
attributes in Rj not in Ri,

•• DV(DV(RRii, , RRjj)) number of attributes in Ri and Rj that have slightly overlapping 
values (overlap < 66%), 

•• EV(EV(RRii, , RRjj)) number of attributes in Ri and Rj that have overlapping values     
(overlap >66%)

•• N(N(RRii), N(), N(RRjj)) number of attributes in Ri and Rj, respectively and 
•• NO(NO(RRii, , RRjj)) number of attributes in Ri and Rj with non-overlapping values.

• –1<= D(Ri, Rj)<=1  or D(Ri, Rj) = 2. 
• The rules with the highest average distance to the other rules are considered 

to be most interesting.





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
=

+
−+
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What is Clustering?What is Clustering?What is Clustering?
• Clustering aims at

– grouping a set of data objects into clusters

– identifying interesting distributions and patterns in 
underlying data

• Clustering is perceived as an unsupervised learning
procedure

– no predefined classes and no examples that indicates 
desirable relations among the data 
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Cluster Validity-Cluster Validity
Problem Specification

Cluster Validity--
Problem SpecificationProblem Specification

A problem we face in clustering is to decide the optimal 
number of clusters that fits a data set. 
The various clustering algorithms behave in a different way 
depending on:

the features of the data setthe features of the data set (geometry and density 

distribution of clusters)

the input parameters valuesthe input parameters values
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The Cluster Validity ProblemThe Cluster Validity Problem

“How many clusters are there in the data “How many clusters are there in the data 
set?”set?”
“Does the defined clustering scheme fits “Does the defined clustering scheme fits 
our data set?”our data set?”
“Is there a better clustering possible?“Is there a better clustering possible?

What isWhat is
Good Clustering?Good Clustering?
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Fundamental concepts of cluster validityFundamental concepts of cluster validity
The procedure of evaluating the results of a clustering algorithm is 

known under the term cluster validity.

Three approaches to investigate cluster validity :

•• External criteria.External criteria. The results of a clustering algorithm are 
evaluated based on a pre-specified structure, which reflects our 
intuition about the clustering structure of the data set. 

•• Internal criteria.Internal criteria. The results of a clustering algorithm are 
evaluated in terms of quantities that involve the vectors of the
data set themselves (e.g. proximity matrix). 

•• Relative criteria.Relative criteria. The basic idea is the evaluation of a clustering 
structure by comparing it to other clustering schemes, resulting by 
the same algorithm but with different parameter values. 
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Clustering Quality CriteriaClustering Quality Criteria

high high intraintra--clustercluster similaritysimilarity
VarianceVariance

low low interinter--clustercluster similarity similarity 
Single LinkageSingle Linkage
Complete LinkageComplete Linkage
Comparison of centroidsComparison of centroids

Complete Linkage
cluster1

x

x

cluster3

Single 
Linkage Comparison of centroids

cluster2x
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Cluster validity approachesCluster validity approaches

External and Internal approaches External and Internal approaches 

based on statistical tests high computational cost
indices related to these approaches aim at measuring 
the degree to which a data set confirms an a-priori 
specified scheme. 

Relative approaches Relative approaches 

finding the best clustering scheme that a clustering 
algorithm 
can define under certain assumptions and parameters.
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External CriteriaExternal CriteriaExternal Criteria

The basic idea is to test whether the points of the data set 
are randomly structured or not. 

This analysis is based on the Null Hypothesis,Null Hypothesis, HoHo, expressed 
as a statement of random structure of a dataset. 

Based on the external criteria we can work in two different 
ways:

Comparison of clustering structure C with 

partitioning P 

Comparison of proximity matrix P with partitioning P
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Comparison of C with partition P Comparison of C with partition Comparison of C with partition P P 
Consider C ={C1… Cm} is a clustering structure of a data set X and 
P ={P1… Ps} is a defined partition of the data. 

We refer to a pair of points (xv, xu) from the data set using the 
following terms:

• SS: if both points belong to the same cluster of the 
clustering structure C and to the same group of partition P.

• SD: if points belong to the same cluster of C and to 
different groups of P.

• DS: if points belong to different clusters of C and to the 
same group of P.

• DD: if both points belong to different clusters of C and to 
different groups of P.
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Comparison of C with partition PComparison of C with partition Comparison of C with partition PP

We can define the following indices to measure the degree of 
similarity between C and P:

•• Rand StatisticRand Statistic:: R = (a + d) / M,

•• JaccardJaccard Coefficient:Coefficient: J = a / (a + b + c),

a, b, c and d are the number of SS, SD, DS and DD pairs 
respectively

a + b + c + d = M which is the maximum number of all pairs 
in the data set,

M=N(N-1)/2 where N is the total number of pairs of points in 
the data set
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External Validity IndicesExternal Validity IndicesExternal Validity Indices
•• FolkesFolkes and Mallows index:and Mallows index:

ca
a

ba
amm /aFM 21 +

⋅
+

==

where m1 = a / (a + b), m2=a / (a + c).

•• HubertsHuberts ΓΓ statistic:statistic:

∑∑
+==

=Γ
1ij1i

j)Y(i, j)X(i,(1/M)

high values of indices indicate great similarity between C and P

N1-N

•• Normalized Normalized ΓΓ statisticstatistic

ΥΧ

1-N

1i

N

1ij
YX σσ])µ-j)Y(i,)(µ-j)X(i,([(1/M)∑∑
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where µx, µy, σx, σy are the respective means and variances of X, Y 
matrices. 
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Evaluation Procedure based on External CriteriaEvaluation Procedure based on External CriteriaEvaluation Procedure based on External Criteria

For i = 1 to rFor i = 1 to r
•• Generate Generate a data set Xi with N vectors (points) in the area of X.
• Assign Assign each vector yj, i of Xi to the group that xj ∈ X belongs, according 
to the partition P.

• RunRun the same clustering algorithm used to produce structure C, for  each 
Xi, and let Ci the resulting clustering structure.

• ComputeCompute q(Ci) value of the defined index q for P and Ci.
End ForEnd For

CreateCreate the plot of the r validity index values, q(Ci) (that 
computed into the for loop).

Compare validity index value, let q, to the q(Ci) values, let qi. 
The indices R, J, FMR, J, FM, Γ, Γ defined previously are used as the q index  
mentioned in the above procedure.

Let a data set X and C ={C1… Cm} be a clustering structure of X as 
defined by a clustering algorithm. 
P ={P1… Ps} is a defined partition of the data, where m ≠ s. 
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Comparison of P (proximity matrix) with partition Comparison of P (proximity matrix) with partition PP
Partition P can be considered as a mapping 

g: X {1…nc}.

Assuming matrix 

•We compute Γ (or normalized Γ) statistic using the proximity 
matrix P and the matrix Y. 

Index value Index value an indication of the two matricesan indication of the two matrices’’ similaritysimilarity..
• To proceed with the evaluation procedure we use the Monte Carlo
techniques as mentioned above. 

““GenerateGenerate”” step of the procedure we generate the corresponding 
mappings gi for every generated Xi data set. 
““ComputeCompute”” step we compute the matrix Yi, for each Xi in order to 
find the Γi corresponding statistic index.

Y: Y(i, j) =Y: Y(i, j) =
1, if g(x1, if g(xii) ) ≠≠ g(g(xxjj) and ) and 

0, otherwise},0, otherwise}, i, j = 1…N, 
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Internal CriteriaInternal CriteriaInternal Criteria

We evaluate the clustering result of an algorithm using 
only quantities and features inherent to the dataset. 

Two cases to which we apply internal criteria of cluster 
validity depending on the clustering structure: 

a)a) hierarchy of clustering schemes, and hierarchy of clustering schemes, and 
b)b) single clustering scheme.single clustering scheme.
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Validating hierarchy of clustering schemesValidating hierarchy of clustering schemesValidating hierarchy of clustering schemes
Cophenetic matrix, PCophenetic matrix, Pcc represent the hierarchy diagram that 

produced by a hierarchical algorithm

Cophenetic Correlation Coefficient:Cophenetic Correlation Coefficient: A statistical index to measure 
the degree of similarity between Pc and P (proximity matrix)

( )
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1CPCC1  ,

c/1dM/1

c d1/M
 CPCC

1-N

1i

N

1ij

2
C

2
ij

1-N

1i

N

1ij

2
P

2
ij

1-N

1i

N

1ij
Pijij

≤≤−









−








−

−
=

∑ ∑∑ ∑

∑ ∑

= +== +=

= +=

µµ

µµ

M

C

where M=N⋅(N-1)/2 and N is the number of points in a dataset

( ) ( ) ( ) ( )∑ ∑ ∑ ∑
= += = +=

==
1-N

1i

N

1ij

1-N

1i

N

1ij
c ji,P1/M , ji,P1/M CP µµ



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Validating a single clustering schemeValidating a single clustering schemeValidating a single clustering scheme
The goal here is to find the degree of agreement between 

a given clustering scheme C, consisting of k clusters, and 
the proximity matrix P. 

The defined indices for this approach are
HubertHubert’’s s ΓΓ statistic statistic 

oror
normalized normalized ΓΓ statistic. statistic. 

To compute the indices we use:
A matrix is defined asA matrix is defined as

1 , if xi and xj belong to different clusters, i, j = 1,…, N.
Y(i, j) =

0 , otherwise

Monte Carlo techniques is the way to test the random Monte Carlo techniques is the way to test the random 
hypothesis in a given data sethypothesis in a given data set



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Relative CriteriaRelative CriteriaRelative Criteria
The fundamental idea is to choose the best clustering scheme 
of a set of defined schemes according to a pre-specified 
criterion. 

The problem can be stated as follows:

““Let P the set of parameters associated with a specific Let P the set of parameters associated with a specific 
clustering algorithm (e.g. the number of clusters clustering algorithm (e.g. the number of clusters ncnc). ). 
Among the clustering schemes Among the clustering schemes CCii, i=1,..,, i=1,..,nncc,  defined by ,  defined by 
a specific algorithm, for different values of the a specific algorithm, for different values of the 
parameters in P, choose the one that best fits the data parameters in P, choose the one that best fits the data 
set.set.””
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Relative Criteria (continue…)Relative Criteria Relative Criteria (continue(continue……))
There are two approaches for defining the best clustering 

depending on the behaviour of q with respect to nc. 
The validity index

does not exhibit an increasing or decreasing trend as the numberdoes not exhibit an increasing or decreasing trend as the number of of 
clusters increasesclusters increases

we seek the maximum (minimum) of index in its plot with respect we seek the maximum (minimum) of index in its plot with respect to to nncc

increase (or decrease) as the number of clusters increasesincrease (or decrease) as the number of clusters increases

we search for the values of we search for the values of nncc at which a significant local change in value of at which a significant local change in value of 
the index occurs.the index occurs.

Note:Note: the absence of a knee may be an indication that the data set the absence of a knee may be an indication that the data set 
possesses no clustering structure.possesses no clustering structure.
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

The modified Hubert Γ statistic

( )∑ ∑
−

= +=

⋅=Γ
1

1 1
),(),(/1

N

i

N

ij
jiQjiPM

where where 
M=N(NM=N(N--1)/2,  1)/2,  
P is the proximity matrix of the data set and P is the proximity matrix of the data set and 
Q is an NXN matrix whose  (i, j) element is equal to the distanQ is an NXN matrix whose  (i, j) element is equal to the distance ce 

between the representative points (between the representative points (vvcici,, vvcjcj )of the clusters where the )of the clusters where the 
objects xobjects xii andand xxjj belong. belong. 

In the plot of normalized In the plot of normalized ΓΓ versusversus nncc, the number of clusters at which a , the number of clusters at which a 
significant increase of normalized significant increase of normalized ΓΓ occursoccurs

Indication of the number of clusters that underlie the dataIndication of the number of clusters that underlie the data
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• Dunn indexDunn index
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the dissimilarity function between two clusters ci and cj defined as

( ) ( )  ,,min,
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diamdiam(c)(c) is the diameter of a cluster , which may be considered as a 
measure of dispersion of the clusters. 
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

Best clustering schemeBest clustering scheme d(d(ccii, , ccjj)) && diamdiam(c)(c)

The maximum in the plot of Dnc versus the number of 
clusters can be an indication of the number of clusters that 
fits the data. 

The implications of the Dunn index are: 

the considerable amount of time required for its computation, 

the sensitive to the presence of noise in datasets, since noise is 
likely to increase the values of diam(c) 
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

A similarity measure Rij between the clusters Ci and Cj is defined 
based on 

a measure of dispersion of a cluster Ci and 
a dissimilarity measure between two clusters dij. 

The Rij index is defined to satisfy the following conditions:
RRijij ≥≥ 00
RRijij = = RRjiji
ifif ssii = 0 = 0 andand ssjj = 0 = 0 thenthen RRijij = 0= 0
if if ssjj > > sskk andand ddijij = = ddikik then then RRijij > > RRikik
if  if  ssjj = = ssk k andand ddijij < < ddikik thenthen RRijij > > RRikik..

The DaviesThe Davies--BouldinBouldin (DB) index(DB) index

A simple choice for Rij that satisfies the above conditions is:

RRijij = (s= (sii + + ssjj)/)/ddijij



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

The DB index is defined asThe DB index is defined as
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DBDBncnc is the average similarity between each clusteris the average similarity between each cluster ccii, i=1, , i=1, ……,, ncnc and itsand its
most similar one.most similar one.

It is desirable for the clusters to have the minimum possible sIt is desirable for the clusters to have the minimum possible similarity toimilarity to
each other each other ++
TheThe DBDBncnc index exhibits no trends with respect to the number of clustersindex exhibits no trends with respect to the number of clusters

we seek the minimum value ofwe seek the minimum value of DBDBncnc in its plot versus the number of in its plot versus the number of 
clusters.clusters.
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• RMSSDT, SPR, RS, CDRMSSDT, SPR, RS, CD ((Hierarchical Clustering AlgorithmsHierarchical Clustering Algorithms))

These four indices can be applied to each step of a These four indices can be applied to each step of a hierarchicalhierarchical
clustering algorithm and they are known as:clustering algorithm and they are known as:

RootRoot--meanmean--square standard deviation (RMSSTD) of the new square standard deviation (RMSSTD) of the new 
clustercluster

SemiSemi--partial Rpartial R--squared (SPR)squared (SPR)
RR--squared (RS)squared (RS)
Distance between two clustersDistance between two clusters (CD)(CD)

They have to be used simultaneously to determine the number of They have to be used simultaneously to determine the number of 
clusters existing in our data set.clusters existing in our data set.
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• RMSSDTRMSSDT ((Hierarchical Clustering AlgorithmsHierarchical Clustering Algorithms))

RMSSTDRMSSTD is the square root of the attributes variances used in the is the square root of the attributes variances used in the 
clustering process. clustering process. 

It measures the homogeneity of the formed clusters at each It measures the homogeneity of the formed clusters at each 
step of the hierarchical algorithm. step of the hierarchical algorithm. 

The RMSSTD of a cluster should be as small as possible. The RMSSTD of a cluster should be as small as possible. 

If the values of RMSSTD are higher at one step than the ones If the values of RMSSTD are higher at one step than the ones 
of the previous step, we have an indication that the new of the previous step, we have an indication that the new 
clustering scheme is not homogenous.clustering scheme is not homogenous.
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• SPR SPR ((Hierarchical Clustering AlgorithmsHierarchical Clustering Algorithms))
We define the term We define the term Sum of SquaresSum of Squares asas

Also we use the following symbolisms: 
SSw referring to the within cluster sum of squares,
SSb referring to the between clusters sum of squares
SSt referring to the total sum of squares, of the whole data set.

2

1
)(∑

=

−
−=

n

i
i XXSS

SPRSPR == ( SSw of the new cluster -- the sum of SSw of clusters joined to 
obtain the new cluster) // SSt for the whole data set.

This index measures the loss of homogeneityloss of homogeneity after merging the two 
clusters of a single algorithm step. 

SPR= 0SPR= 0 the new cluster is obtained by merging two perfectly the new cluster is obtained by merging two perfectly 
homogeneous clusters. homogeneous clusters. 

SPR > 0SPR > 0 the new cluster is obtained by merging two the new cluster is obtained by merging two 
heterogeneous clustersheterogeneous clusters.
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• RS RS (Hierarchical Clustering Algorithms)(Hierarchical Clustering Algorithms)

RS = SSb / SSt. 

SSb is a measure of difference between groups. 
SSSStt == SSSSbb ++ SSSSww

RS may be considered as a measure of
the degree of difference between clusters
the degree of homogeneity between clusters. 

RS = 0RS = 0 no difference exists among clustersno difference exists among clusters
RS = 1RS = 1 there is significant difference among clusters.there is significant difference among clusters.
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Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• CDCD (Hierarchical Clustering Algorithms)(Hierarchical Clustering Algorithms)

The CD index measures the distance between the two clusters that are 
merged in a given step. 

Centroid hierarchical clustering 
CD is the distance between the centers of the clusters. 

Single linkage Single linkage 
CD measures the minimum Euclidean distance between all possible 

pairs of points

Complete linkage Complete linkage 
CD is the maximum Euclidean distance between all pairs of data 

points.



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Cluster Validity Indices 
--Crisp clustering --

Cluster Validity Indices Cluster Validity Indices 
----Crisp clusteringCrisp clustering --

•• RMSSTD & RSRMSSTD & RS (Non(Non-- Hierarchical Clustering Algorithms)Hierarchical Clustering Algorithms)
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Run the algorithm a number of times for different number of clusters 
each time. 

Plot the respective graphs of the validity indices vs number of clusters
Search for the significant “knee” in these graphs. 

Optimal clustering for our data setOptimal clustering for our data set number of clusters at which number of clusters at which 
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SD Validity Index
--Crisp clustering --
SD Validity IndexSD Validity Index

----Crisp clusteringCrisp clustering --
•• SD IndexSD Index

( )σx
p

k
p p

k

n

n
x x= −

=
∑1

1

2

XxxX k
n

k k ∈∀∑ =
 ,

n
1=   

1
where ,

Variance of data setVariance of data set

( )σv
p

i
k
p

i
p

k

n

i n
x v= −

=
∑1

1

2

( )
( )Scat c

c
v

X

i
i

c

( ) = =
∑1

1
σ

σ

Variance of cluster i.Variance of cluster i.

Average scattering for clusters. Average scattering for clusters. 

Total separation between clusters. Total separation between clusters. 
1

1 1min

max)(
−

= =
∑ ∑ 







 −=
c

k

c

z
zk vv

D
DcDis



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

SD Index DefinitionSD Index DefinitionSD Index Definition

SD(SD(c)c) = = aa Scat(c) + Dis(c) Scat(c) + Dis(c) 

a= a= DisDis((ccmaxmax), where ), where ccmaxmax is the maximum number of input is the maximum number of input 
clusters.clusters.

Scat Scat & & DisDis Optimal ClusteringOptimal Clustering

••SDSD proposes an optimal number of clusters almost proposes an optimal number of clusters almost 
irrespectively of irrespectively of ccmaxmax..

••SDSD handle properly convex clusters. The same applies to all handle properly convex clusters. The same applies to all 
the aforementioned indices. the aforementioned indices. 
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S_Dbw: A validity index based on Scattering 
and Density between clusters

S_S_DbwDbw: A validity index based on Scattering : A validity index based on Scattering 
and Density between clustersand Density between clusters

ObjectiveObjective : : Definition of a relative algorithmDefinition of a relative algorithm--independent independent 
validity index, for assessing the quality of partitioning for eavalidity index, for assessing the quality of partitioning for each ch 
set of the input values. set of the input values. 

Main features of the proposed approachMain features of the proposed approach
Validity index S_Dbw. Based on the features of the clusters:

evaluates the resulting clustering schemes as defined by 
the algorithm under consideration. 
selects for each algorithm the optimal set of input 
parameters with regards to the specific data set.
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S_Dbw DefinitionS_S_DbwDbw DefinitionDefinition

Let D={vD={vii| i=1,| i=1,……, c}, c} a partitioning of a data set S into c clusters 
where vi is the center of  i cluster as it results from applying a 
clustering algorithm algj to S. 

Let stdevstdev the average standard deviation of clusters defined as:

∑
=

=
c

i
ivc 1
)(1 σstdev
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S_Dbw definition: Inter-cluster Density (ID).S_S_Dbw Dbw definition: definition: InterInter--cluster Density (ID).cluster Density (ID).

It evaluates the average density in the region among clusters in
relation with the density of the clusters
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S_Dbw definition: Intra-cluster varianceS_S_DbwDbw definition: definition: IntraIntra--cluster variancecluster variance

• Average scattering for clusters
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S_S_DbwDbw(c) = Scat(c) + Dens_(c) = Scat(c) + Dens_bwbw(c)(c)
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A new cluster validity Index – CDbw approachA new cluster validity Index A new cluster validity Index –– CDbwCDbw approachapproach

Objective:Objective: Definition of a relative algorithm-independent 
validity index, for assessing the quality of partitioning for each 
set of the input values. 

Main features of the proposed approach:Main features of the proposed approach:

evaluates the resulting clustering schemes as defined by the 
algorithm under consideration. 
selects for each algorithm the optimal set of input parameters
with regards to the specific data set. 



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

CDbw:Compose Density between and within 
clusters

CDbwCDbw::CCompose ompose DDensity ensity bbetween and etween and wwithin ithin 
clustersclusters

CDbwCDbw is formalized based on: 

multimulti--representative pointsrepresentative points to represent the clusters 
defined by an algorithm. The result is a better 
description of the clusters’ structure than this achieved 
by others approaches, which consider a single center 
point.

clustersclusters’’ compactnesscompactness (in terms of intra-cluster density), 
and 

clustersclusters’’ separationseparation (combining the distance between 
clusters and the inter-cluster density).
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Validity Index DefinitionValidity Index DefinitionValidity Index Definition

Sep(c)(c)Intra_densCDbw(c) ⋅=

+uij

Neighborhood of uij

+

+
+

+

+vij +

+

+

+

clos_repi

clos_repj

++vij

Let D={VD={V11,,……, , VVcc}} a partitioning of a data set S into c convex 
clusters 

Vi= {vi1,…, vir | r=number of representatives per cluster} 
vij is the jth representative of cluster i as it results from 
applying a clustering algorithm to S.
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Cbw Definition: Inter-cluster DensityCbwCbw Definition:Definition: InterInter--cluster Densitycluster Density

It evaluates the average density in the region among clusters. The 
goal is the density in the area among clusters to be significant low. 
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Cbw Definition: Clusters’ SeparationCbwCbw Definition:Definition: ClustersClusters’’ SeparationSeparation

It evaluates the separation of clusters taking into account both
the distances between the closest clusters and the Inter-cluster 
density.
The goal is the distances among clusters to be high while the 
density in the area among them to be low. 
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Cbw Definition: Intra-cluster DensityCbwCbw Definition:Definition: IntraIntra--cluster Densitycluster Density

ShrinkedShrinked representatives:representatives: Shrink the initial representatives 
towards the center of clusters, vij.

The average density within clusters is defined as the percentage
of points that belong to the neighborhood of vij. 
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Experimental StudyExperimental StudyExperimental Study

Cluster ValidityCluster Validity



Comparison of Cluster validity IndicesComparison of Cluster validity Indices

ND_SetDataSet3

DataSet1 DataSet2
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Optimal partitioning as proposed by validity indicesOptimal partitioning as proposed by validity indicesOptimal partitioning as proposed by validity indices

DataSet1DataSet1 DataSet2DataSet2 DataSet3DataSet3 NdNd_Set_Set

Optimal number of clustersOptimal number of clusters

RS, RS, 
RMSSTDRMSSTD

22 55 33

DBDB 66 33 77 33

SDSD 44 33 66 33

S_S_DbwDbw 44 22 77 33

33



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Case Study - Cluster Analysis of Epidemiological DataCase Study Case Study -- Cluster Analysis of Epidemiological DataCluster Analysis of Epidemiological Data

•The data are collected from the hospitals based on the daily 
isolations of the Microbiology laboratory. 

•The data used for analysis refers to the resistances of Sau
organism isolated from a hospital to a set of antibiotics. 

Sau-AVM Descriptive Statistics

907 11,00 28,00 17046,00 18,7938 1,9385
888 6,00 32,00 11671,00 13,1430 6,9921
898 6,00 35,00 14990,00 16,6927 8,0066
879

VAN
OXA
GEN
Valid N (listwise)

N Minimum Maximum Sum Mean
Std.

Deviation

Total Num of Rows: 908

Statistics of  theStatistics of  the SauSau organism datasets with respect to organism datasets with respect to 
VAN, OXA, GENVAN, OXA, GEN
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Cluster Analysis of Epidemiological dataCluster Analysis of Epidemiological data
• Goal of study Identify significant groups in the data 

regarding the Sau organisms resistance to VAN and OXA,

• The “Average Linkage” algorithm (hierarchical algorithm) is 
used to find partitions in the dataset. 

• A dendrogram is defined, each level of which corresponds to a 
different partitioning of the dataset. 

•• “Which of the defined partitioning fits the data?”.“Which of the defined partitioning fits the data?”.

• A cluster validity approach is adopted to evaluate the clustering 
algorithm results and select the one that best fits our data.

• Considering the results of clustering algorithm for 2 to 8 
clusters. A set of seven different partitionings are defined. 
Then the value of cluster validity CDbw is calculated.
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1 2 Total
Mean N Std. Mean N Std. Mean N Std.

GEN 10,4768 323 6,7102 8,4412 34 4,1208 10,2829 357 6,5313
AMK 15,2074 323 4,9208 14,0294 34 5,1315 15,0952 357 4,9460
CHL 24,3344 323 2,8956 7,1176 34 2,4217 22,6947 357 5,8087

Partitioning of the resistances Partitioning of the resistances 
ofof SauSau OXA resistant OXA resistant 

organisms to GEN, AMK and organisms to GEN, AMK and 
CHL into two clusters defined CHL into two clusters defined 

by by Average LinkageAverage Linkage



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Validity Indices for Fuzzy Validity Indices for Fuzzy 
ClusteringClustering
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Fuzzy Clustering Validity IndicesFuzzy Clustering Validity IndicesFuzzy Clustering Validity Indices
The objective is to seek clustering schemes where most of the 
vectors of the dataset exhibit high degree of membership in one 
cluster. 

A fuzzy clusteringfuzzy clustering is defined by 
a matrix U=[uij], where uij denotes the degree of membership 
of the vector xi in the j cluster. 
a set of the cluster representatives. 

To evaluate clustering schemesTo evaluate clustering schemes
we define validity indexvalidity index, q, and 
we plot the qq versus number of clusters. 

If qq exhibits a trend with respect to the number of clustersthe number of clusters,
we seek a significant kneesignificant knee of decrease (or increase) in the plot of q.
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Validity Indices involving only the membership valuesValidity Indices involving only the membership valuesValidity Indices involving only the membership values

• Partition coefficientPartition coefficient

∑ ∑
= =

=
N

i

nc

j
ijuN

PC
1 1

21

The PC index values range in [1/The PC index values range in [1/ncnc, 1], where , 1], where ncnc is the number of is the number of 
clusters. clusters. 

IfIf PC PC 1 1 indicates indicates crisp clusteringcrisp clustering
IfIf PC =1/PC =1/nc nc indicatesindicates the fuzzy clustering or there is no the fuzzy clustering or there is no 
clustering tendency in the considered dataset or the clustering clustering tendency in the considered dataset or the clustering 
algorithm failed to reveal it.algorithm failed to reveal it.
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Validity Indices involving only the membership valuesValidity Indices involving only the membership valuesValidity Indices involving only the membership values

•• Partition entropy Partition entropy 

( )∑∑
= =

⋅−=
N

i

nc

j
ijaij uu

N
PE

1 1
log1

The index is computed for The index is computed for ncnc > 1 and PE > 1 and PE ∈∈ [0, [0, loglogaancnc]. ]. 
IfIf PE PE 0, 0, indicates indicates crisp clustering crisp clustering 
IfIf PEPE loglogaanc nc indicatesindicates absence of any clustering structure in absence of any clustering structure in 
the dataset or inability of the algorithm to extract itthe dataset or inability of the algorithm to extract it
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Validity Indices involving only the membership valuesValidity Indices involving only the membership valuesValidity Indices involving only the membership values

DrawbacksDrawbacks

their monotonous dependency on the number of clusters. their monotonous dependency on the number of clusters. 
Thus, we seek significant knees of increase (for PC) or Thus, we seek significant knees of increase (for PC) or 
decrease (for PE) in plot of the indices versus the number decrease (for PE) in plot of the indices versus the number 
of clusters,of clusters,

their sensitivity to the their sensitivity to the fuzzifierfuzzifier, m. More specifically, as , m. More specifically, as 
mm 1 the indices give the same values for all values of 1 the indices give the same values for all values of ncnc. On . On 
the other hand when mthe other hand when m ∞∞, both PC and PE exhibit , both PC and PE exhibit 
significant knee at significant knee at ncnc=2=2,,

the lack of direct connection to the geometry of the data the lack of direct connection to the geometry of the data 
[Dave96], since they do not use the data itself.[Dave96], since they do not use the data itself.
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Indices involving the membership values and the Indices involving the membership values and the 
dataset.dataset.

•• XieXie--Beni indexBeni index

Let a fuzzy partition of the data set X={Let a fuzzy partition of the data set X={xxjj; j=1,.., n} with v; j=1,.., n} with vii(i=1,(i=1,……, , ncnc} } 
the the centerscenters of each cluster and of each cluster and uuijij the membership of data point j the membership of data point j 
belonging to cluster i.belonging to cluster i.

CCompactness of cluster i ompactness of cluster i 
ππ=(=(σσii//nnii). ). 

nnii : the number of point in cluster belonging to cluster i, : the number of point in cluster belonging to cluster i, 
σσi i : variance of cluster i: variance of cluster i

Separation of the fuzzy partitions Separation of the fuzzy partitions 
ddminmin = min||v= min||vii --vvjj||||

XB=XB=ππ/N/N⋅⋅ddminmin
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Indices involving the membership values and the Indices involving the membership values and the 
dataset.dataset.

•• FukuyamaFukuyama--SugenoSugeno indexindex

∑∑
= =






 −−−=

N

i

n

j
AjA

m
ijm

c

vvvuFS
1 1

22
jix

v v :: the mean vector of X and the mean vector of X and 

A :a positive symmetric matrix, when A=I, the above distance A :a positive symmetric matrix, when A=I, the above distance 
become the squared Euclidean distance. become the squared Euclidean distance. 

small values for small values for FSFSmm ccompactompact and welland well--separated clustersseparated clusters
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Indices involving the membership values and the Indices involving the membership values and the 
dataset.dataset.

( )( )
∑
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=
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vxvxu
j

1

1oo FFuzzy covariance matrix of uzzy covariance matrix of 
the jthe j--thth cluster cluster 

oo Fuzzy hyper volume of jFuzzy hyper volume of j--th th 
cluster

Vj = |Σj|1/2
cluster

Total fuzzy hyper volume Total fuzzy hyper volume 

∑
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=
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j
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ΑΑverageverage partition densitypartition density
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=
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Association RulesAssociation RulesAssociation Rules
•• Association rulesAssociation rules reveal underlying interactions between 

the attributes in the data set. 

• These interactions can be presented in the form: 

AA BB

where A, B refer to sets of attributes in underlying data. 

• A and B are selected so as to be frequent item sets. 

• a frequent item setfrequent item set is a set of attributes’ values, which 

are found together in at least T records in a dataset (T is 

a user-defined threshold).
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CoverageCoverageCoverage
• The coveragecoverage of an association rule is the proportion of 

cases in the data that have the attribute values or items 
specified on the Left Hand Side(LHS) of the rule. 

Coverage = n(LHS)/N = P(LHS)Coverage = n(LHS)/N = P(LHS)

where N is the total number of cases under consideration.

•• CoverageCoverage takes values in [0,1]

• if coverage 1 then 
–the rule is considered as an important association rule.
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SupportSupportSupport
•The supportsupport of an association rule is the proportion of all cases in 
the dataset that satisfy a rule.

Support = n(LHS ∩RHS)/N

• SupportSupport corresponds to the statistical significance of the rule

•a high supporthigh support of the rule is an indication that a high number of 
tuples contains both LHS and RHS of this rule, i.e., the rule is 
representative of the considered data
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ConfidenceConfidenceConfidence

•The confidenceconfidence of an association rule is the proportion of the 
cases covered by the LHS of the rule that are also covered by 
the RHS

Confidence =n(RHS Confidence =n(RHS ∩∩ LHS)/n(LHS) LHS)/n(LHS) 

where n(LHS) denotes the number of cases covered by LHS

••ConfidenceConfidence corresponds to the strength of a rule.

• It takes values in [0,1]

–– If If confidenceconfidence 1

• The rule is considered as important.
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Example (I)Example (I)
• Among 1000 transactions

– 200 transactions contain milk, 
– 100 transactions take place early in the morning, 
– 50 transactions that contain milk took place early in the 

morning
• Let the rule

– R: buy milk morning
– n(LHS) =200, n(RHS)=100, n(RHS∩LHS)=50

morning evening sum(row)
milk 50 150 200
other 50 850 800
sum(col.) 100 900 1000
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Example (II)Example (II)

• Coverage: 200/1000 = 0.2.

• Support: 50/1000 = 0.05. 

• Confidence: 50/200 = 0.25.

morning evening sum(row)
milk 50 150 200
other 50 850 800
sum(col.) 100 900 1000
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Criticism Confidence and Support (I)Criticism Confidence and Support (I)Criticism Confidence and Support (I)
•Let a rule R :A+B A+B GG , confidenceconfidence == 85%85% and support (G)support (G) =90%. =90%. 

• Strength ( R) is high  R is a significant rule. 

However,

–– RHS (G)RHS (G) represents the 90% of the studied data a high  
proportion of the data contains G. 

– there is a high probability RHS (G)RHS (G) to be satisfied by our data

RR is satisfied by a high percentage of the data under consideration 

++

RHS is high supported. 

RR may not make sense in making decisions or extracting general rule as 
regards the behaviour of the data. 
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Criticism to Support and Confidence (II)Criticism to Support and Confidence (II)Criticism to Support and Confidence (II)

Rule Support Confidence
X=>Y 25% 50%
X=>Z 37,50% 75%

X 1 1 1 1 0 0 0 0
Y 1 1 0 0 0 0 0 0
Z 0 1 1 1 1 1 1 1

• Example:
– support and confidence of X=>Z dominates 

• We need a measure of events’ dependence. 
• Lift gives an indication of events correlation

– X and Y: positively correlated (lift >1),
– X and Z, negatively related (lift <1)

Itemset Support lift
X,Y 25% 2
X,Z 37,50% 0,9
Y,Z 12,50% 0,57
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Lift (I)Lift (I)Lift (I)
The liftlift of an association rule is the confidence divided by the proportion 
of all cases that are covered by the RHS.  

Lift = Confidence / P(RHS)Lift = Confidence / P(RHS)

•It is a measure of the importance of the association.

•As for the values of lift there are some conditions to be considered:
–– If If lift lift 11 then RHS and LHS are independent, which indicates 

that the rule is not important. 
–– IfIf lift lift ++∝∝ we have the following subwe have the following sub--casescases: 

•• If If RHS RHS ⊆⊆ LHS or LHS LHS or LHS ⊆⊆ RHS RHS tthen the rule is not important.
•• IfIf P(RHS) 0 then the rule is not important. 
• If P(RHS LHS) 1 then the rule is interesting.

– If lift = 0 means that P(RHSLHS) = 0 ⇔ P(RHS ∩ LHS) = 0, which 
indicates that the rule is not important.
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Lift (II)Lift (II)Lift (II)

••LiftLift gives an indication of rule significance, or how 

interesting is the rule. 

– It represents the predictive advantage a rule offers 

over simply guessing based on the frequency of the 

rule consequence (RHS). 

– It is an indication whether a rule could be considered 

as representative of the data so as to use it in the 

process of decision-making. 
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LeverageLeverageLeverage
The leverageleverage of an association rule is the proportion of additional 
cases covered by both the LHS and RHS above those expected if 
the LHS and RHS were independent

Leverage = P(RHS Leverage = P(RHS LHS) LHS) –– (P(LHS) (P(LHS) ∗∗ P(RHS)) P(RHS)) 

••LeverageLeverage takes values in [-1,1]. 
•if leverage <= 0leverage <= 0, then

–there is a strong independence between LHS and RHS. 
else if leverage 1

– indication of an important association rule
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Example (III)Example (III)
•• Lift:Lift: p(RHS)=100/1000=0.1, Confidence =0.25

– lift= 0.25/0.1 = 2.5.

•• LeverageLeverage

– P( LHS and RHS)= 50/1000 = 0.05. 

– The proportion of cases that would be expected to be covered by 

both LHS and RHS if LHS and RHS are independent is

• P( LHS and RHS)=(200/1000) ∗ (100/1000) = 0.02. 

– The leverage = (0.05 - 0.02) = 0.03.  
morning evening sum(row)

milk 50 150 200
other 50 850 800
sum(col.) 100 900 1000
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Gray and Orlowska’s InterestingnessGray and Gray and OrlowskaOrlowska’’s s InterestingnessInterestingness
• Gray and Orlowska use the term interestingness to evaluate the 

strength of associations between sets of items in association rules.
•• InterestingnessInterestingness contains a discriminator component that gives an 

indication of the independence of the antecedent (X) and 
consequent (Y). Interestingness is given by:

( ) ( )m
k

YPXP
YPXP
YXPI )()(1

)()(
××














−








×
∩=

P(X∩Y) is the “confidence”, 
P(X)×P(Y) is the “support”, 
P(X∩Y) / P(X)×P(Y) is the discrimination, 
k and m are parameters to weight the relative importance of the 
discrimination and support components, 

• Rules with higher values of interestingness are considered more 
interesting
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Dong and Li’s InterestingnessDong and LiDong and Li’’s Interestingnesss Interestingness
•• InterestingnessInterestingness is used to evaluate the importance of an 

association rule by considering its unexpectedness in terms 
of other association rules in its neighbourhood. 

• An r-neighborhood of a rule is given by the set:

{ }rule potential a ,),(|),( 00 RrRRDRrRN ≤=

••The The distance metricdistance metric is given by the equation:is given by the equation:

2132122211121 )()(),( YYXXYXYXRRD Θ×+Θ×+∪Θ∪×= δδδ

where Rwhere R11=X=X11→→YY11, R, R22==X2 →→YY22 , δ1, δ2,δ3 are parameters to weight the 
relative importance of all three terms, and Θ is an operator denoting the 
symmetric difference between X and Y (i.e. (X-Y) ∪ (Y-X)). 



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

Dong and Li’s InterestingnessDong and LiDong and Li’’s Interestingnesss Interestingness
• Two types of interestingness are:

–– Unexpected confidence.Unexpected confidence. It is given by the following 
equation:





 >−

=
otherwise                 0,

t r),sc(R-),()( if                  ,1 1000 rRacRc
UCI

c(R0) is the confidence of R0, 
ac(R0, r) average confidence 
sc(R0, r) are the standard deviation of the rules in the set M 
∩N(R0, r) –{R0} 

(M is the set of rules satisfying the minimum support and 
confidence), 
t1 is a threshold. 
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Dong and Li’s InterestingnessDong and LiDong and Li’’s Interestingnesss Interestingness
–– Isolated confidence.Isolated confidence.





 >∩

=
otherwise                 0,

t ),(-),( if                  ,1 200 rRNMrRN
II

|N(R0, r)| is the number of potential rules in an r-neighborhood, 

|M ∩N(R0, r)| is the number of rules generated from the 

neighborhood, and t2 is a threshold.
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PeculiarityPeculiarityPeculiarity
• It is used to determine the extent to which one data object 

differs from other similar data objects

∑
−

=
n

j
jii xxNxPF

1
),()(

where xi and xj are attributes values, n is the number of different 

attribute values and N(xi, xj) is the conceptual distance between xi 

and xj. The conceptual difference is given by:

jiji xxxxN −=),(
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ConclusionsConclusions
•• Data MiningData Mining is mainly concerned with methodologies for 

extracting patterns from large data repositories
• A data mining systemdata mining system could generate under different conditions 

thousands or million of patternsthousands or million of patterns, 
• One of the main questions that arises “Which of the extracted 

patterns are interesting and which of them represent knowledge?”

• A pattern is interesting if it is easily understood, valid, 
potentially useful and novel. 

• The interestingnessinterestingness of patterns depends both on the quality of 
the analysed data and the quality of data mining results

• Several techniques have been developed aiming at evaluating and 
preparing the data used as input in data mining process
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ConclusionsConclusions
•• Data preData pre--processing techniquesprocessing techniques applied prior to mining could 

help to improve the quality of data and consequently of the data

mining results. The most common pre-processing techniques are: 

i) Data cleaning, ii) Data transformation,  iii) Data reduction.

• Classification approaches can be compared and evaluated based 

on the following criteria: i) Classification model accuracy, ii) 

Speed, iii) Robustness, iv) Scalability, v) Interpretability



M. Halkidi,  M. Vazirgiannis, PKDD, August 2002

ConclusionsConclusions

• The accuracy of a classification model designed according to a 

set of training data is one of the most important and widely used 

criteria in the classification process. The most common techniques 

for assessing classifier accuracy are: i) Hold-out method, ii) k-fold 

cross-validation, iii) bootstrapping

• Different classification methods may produce different 
classification models trained on the same data set. 

• A number of methods have been proposed to compare 
classification algorithms with respect to the accuracy of the 
defined models: i) McNemar’s test, ii) A test for the difference 
of two proportions, iii) The resampled paired t test
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ConclusionsConclusions

• The interestingness of the classification patterns could also be

considered as another quality criterion. Techniques that aim at 

this goal are broadly referred to as interestingness measuresinterestingness measures.

• Some representative measures for ranking the usefulness and 

utility of discovered classification patterns (i.e., classification 

rules) are: i) Rule-Interest Function, ii) Smyth and Goodman’s 

J-Measure, iii) Gago and Bento’s Distance Metric.
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ConclusionsConclusions
• The various clustering algorithms behave in a different way 

depending on the features of the data set , the input parameters 

values.

• The procedure of evaluating the results of a clustering algorithm 

is known under the term cluster validity. There are three 

approaches to investigate cluster validity based on: i) external, ii) 

internal and iii) relative criteria. 

• A number of cluster validity indices have been proposed for both

crisp and fuzzy clustering
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ConclusionsConclusions

• The interestingness measures of association rulesinterestingness measures of association rules could give an 

indication of the rules’ importance and confidence. 

• Some of the most known association rules interestingness 

measures are: Support, Confidence, Coverage, Leverage and Lift.

• Other also well-known approaches and measures for evaluating 

association rules are: Dong and LiDong and Li’’s Interestingnesss Interestingness , Gray and , Gray and 

Orlowska’sOrlowska’s Interestingness, Peculiarity.Interestingness, Peculiarity.
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dbdb--net groupnet group
http://www.dbhttp://www.db--net.aueb.net.aueb.grgr
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