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Abstract. Enterprise computing is moving towards more open, collab-
orative systems, which involves issues in technical, semantic and prag-
matic interoperability. Trust management focuses on pragmatic problems
of whether two enterprises trust each other enough to want to collaborate
in the first place, or whether they wish to end an existing endeavour due
to perceived risks outweighing the trust between the partners. This pa-
per presents my PhD research on the TuBE system for automated trust
management and describes how trust and reputation are modeled in the
system.

1 Introduction

Enterprise computing is currently moving towards more open, collaborative sys-
tems. Collaboration allows organizations to focus their resources on a few key
fields of expertise, while continuing to provide broader services for customers.
It also enables small and medium enterprises to compete in fields dominated by
large corporations by joining together to gain more influence than they would
have separately. The enterprises maintain their own independence during the
collaboration, and make local decisions based on the enterprise policy.

There are technical, social and legal challenges in the way of this develop-
ment, however. Information systems that should be connected are incompatible
both technically and semantically, and systems integration is expensive and time
consuming. Typically integration is also done according to the larger partner’s
system, and when partners change, the process must be repeated. Trust between
new partners cannot be formed the same way as before when the entire process
of setting up a collaboration is accelerated from several months, even years of
negotiations to a few days or less. Finally, collaborators may be from different
continents, with different cultural norms and legistlation, and intensive legal
consultation for contract negotiations is costly. The environment is also fully
distributed; there are no trusted third parties that would make sure all parties
use a particular information system, or give consultation on whom to trust, or
solve contractual disputes.

The value added by a collaborative business network must be balanced with
its costs. It therefore becomes essential that joining a business network is made
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efficient, despite the various difficulties. Connecting to new information systems
should be straightforward, achieved through interoperability rather than manual
integration, and locating new partners should be made automatic when the busi-
ness need is defined. Trust management should be given simple and automated
support which implements the enterprise’s local policies and takes advantage of
all the relevant information sources. Contract negotiations should preferrably
be automated and based on machine-interpretable templates, which places new
requirements on legal frameworks in questions of responsibility and contract
validity.

Interoperability between information systems can be achieved by middle-
ware instead of repeated integration: service-oriented computing suggests con-
necting the access interface of legacy systems into platform-independent service
wrappers, which can in turn communicate in accordance to for example the
document-based standard SOAP protocol used for Web Services [1]. Client code
for accessing the service can be generated for various platforms once a stan-
dard Web Service description has been produced. and lower-level infrastructure
will take care of technicalities such as reliable message passing or transaction
management.

Defining business needs and locating partners to fulfil those needs requires
support of more advanced middleware. The Pilarcos middleware services [2, 3]
provide repositories for the public storing of service offers that fulfil a partic-
ular service type. These service types can be used to piece together business
network models that correspond with a potential collaborator’s needs. The busi-
ness network models are matched with the available service offers and checked
for interoperability by a populator service that can be provided by a third party.
The middleware also supports automated contract negotiations between the par-
ties, and monitoring fulfilment of the contract clauses and the business network’s
state.

No business network is feasible without an acceptable level of mutual trust
between partners. Trust is required to balance risks, as an effective collaboration
always contains an element of dependence and vulnerability. My research aims
to provide support for trust decisions as a part of the existing Pilarocs business-
to-business collaboration middleware. Agents represent their autonomous orga-
nizations in business networks, and need to routinely make decisions on whether
to join new collaborations or withdraw from existing networks due to an increase
in the percieved risk. If the risk is found untolerable, either the incentives must
be increased or the risks limited.

The model for trust and reputation developed in the Trust Based on Evidence
(TuBE) project explicitly connects risk analysis and business importance of a
collaboration with the reputation of the other participants as the basic building
blocks of a trust decision. Reputation information is built and constantly up-
dated with new experience, gained both by participating in a collaboration and
from other agents reporting their own experiences.

Section 2 presents the research question and gives an overview of my PhD
research work. Section 3 briefly presents one result of the work so far, the trust
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model. Section 4 elaborates on how a central factor of trust, reputation, is repre-
sented and built from experience. Section 5 concludes with some plans for future
work.

2 Building a trust management system

My PhD research focuses on the upkeep of this local and external reputation
information and its use to support choosing partners and guiding how a part-
nership evolves. Supporting research questions fall into two categories: how to
organize the internal management of experience and reputation information, and
how to use the gathered information to produce a trust decision.

Trust management is a broadly used term that defines a highly diverse set of
research approaches, from inspiring trust in human minds [4] to managing cer-
tification webs of trust in the public key infrastructure [5]. My research builds
on work that begun with trust expressed through certification and managed
by policy [6]. The major development step for trust management has been the
introduction of local learning through experience, and through that the inde-
pendence from trusted third party certifiers. Reputation networks now share
experience information that can be evaluated on a case-by-case basis, and in-
formation sources are also continuously evaluated for their credibility, that is,
their trustworthiness as recommenders. Explicit evaluation of risks and benefits
in trust decisions has a strong backing in research on the nature of trust [7], but
it is a new enhancement in systems making computational trust decisions [8].

The currently existing trust management and reputation systems are mostly
directed towards relatively low-risk environments focused on short-lived collab-
orations, such as electronical marketplaces or file sharing networks [9, 10]. My
application environment involves services provided by organizations instead of
private people, and the collaborations can last for months or even years. A single
trust decision on whether to do business with another actor or not is therefore
insufficient, as it should not be assumed that the trust relationship remains
static through the collaboration. Business networks are governed by a negoti-
ated eContract, which can define compensatory actions in case of breaches of
contract or completeq withdrawal from the collaboration, which must also be
taken into account when deciding whether to continue in a business network af-
ter e.g. a partner’s reputation plummets. The Pilarcos middleware will provide
valuable information that makes the TuBE trust management system capable
of considerably more useful decisions than a standalone system that depends on
the user feeding it all this information explicitly.

My PhD research work is divided into four phases:

1. Surveying the field and defining a model for trust,
2. designing the TuBE trust management system,
3. evaluating the design,
4. implementing the system and experimenting on it.

The goal of the first phase has been to learn to know the research field, to
identify existing solutions and other useful results, and to build a model for trust
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to use in the Trust Based on Evidence (TuBE) project. The work from this phase
has produced two surveys [9, 10], and a description of the trust model used [9].

The goal of the second phase has been to design the TuBE trust manage-
ment system and to determine which subsystem to implement as part of my PhD
research. The system architecture was described during the TuBE project and
published later in a joint paper [11]. After the one-year project was completed,
I focused on how to integrate the trust management system into the existing
Pilarcos architecture [12] and continued refining the architecture by information
representation and algorithm aspects. I have decided to focus implementation
efforts to the experience and reputation handling subsystem, and partially im-
plement other parts of the system so as to enable experimentation.

The goal of the third phase is to evaluate the trust management system de-
sign. I have studied the various evaluation approaches available, and chosen to
focus on examining the system’s resilience against threat scenarios; I am cur-
rently involved in joint work identifying threats related to middleware support-
ing business-to-business collaboration, in which I am focusing on trust decision
support and reputation management. This work will lay the basis on building rel-
evant threat scenarios to use in the system design evaluation. I will also research
possible performance bottlenecks in the system design before implementation.
Work in this phase is ongoing.

The goal of the fourth phase will be to implement the relevant parts of the
trust management system and to experiment on it. I consider two evaluation
approaches most relevant for this phase: measuring the system’s perforamnce to
ensure that the introduced overhead is not inordinate, and analysing the system’s
actual response to scenarios implemented as input data sets. This scenario set
will extend the threat scenarios used in the third phase.

3 A model for trust

Building trust through social activities requires continuous large investments in
both time and people to first build trust relationships and monitor their develop-
ment. In an open collaboration environment, where numerous trust relationships
must be formed and upkept simultaneously, automation becomes the essential
means to keep the costs of collaborating in check. This requires a computational
representation of trust.

In the TuBE trust model, trust is seen as the extent to which one party is
willing to participate in a given action with a given partner in a given situation,
considering the risks and incentives involved. Similar viewpoints are referred to
as trusting intentions by McKnight and Chervany [13] and situational trust by
Jøsang et al. [14]. Our trust management system produces context-dependent
and dynamic trust decisions, and estimations of the actual trustworthiness of a
peer are simply a means to an end.

The focus of a business trying to decide on participation is generally not in
managing trust, but managing risk. The connection between trust and risk has
been widely noted [7, 8]. Indeed, the rather natural view of trustworthiness as
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a subjective probability of successful collaboration (e.g. Gambetta [15]) clearly
makes its measurement a tool for risk prevention.

A trust decision is a function of 7 parameters: trustor, trustee, action, repu-
tation, risk, importance and context. It produces a decision with three possible
values: allow, deny or unsure. In practice, “unsure” is very similar to “deny”
in the short term, as the decision must be passed to a higher level, generally a
human, and the final result may take considerably longer.

The trustor denotes the party making the trust decision; that is, as two peers
rely on different local information in their decision, it is clear that the results
also differ. The trustee is the source or target of the triggering message bound
in or out, respectively. The action represents an ordered set of messages with
content, and has a decision point determined in that set by when a risk-relevant
commitment is being made.

The TuBE trust model elaborates the traditional factor basis of trustor,
trustee and action by reputation, risk, importance and context factors. From
these, a situational risk estimate and a representation of the risk tolerance for
the particular situation are generated dynamically. A decision is produced from
comparing the two. The choices for factors beyond the basic triple differ from
one model to another [16]. In addition, terminology is mixed, so “context”, for
example, has several different meanings.

Reputation, as used in the TuBE model, is the measure of a peer’s trust-
worthiness. It is not bound to a global agreement based solely on public in-
formation, which has been the traditional approach in standalone reputation
systems. Instead, every trustor has its own view of what the reputation of a
particular trustee is. To build this view, a trustor combines its own experiences
with experiences reported by other peers, considering the credibility and infor-
mation content of all statements. Such a combination is considered for example
by Abdul-Rahman and Hailes [17].

The risk parameter contains a tactical risk estimate of the action. It consists
of a set of identified risks and potential benefits to different assets, such as
money, security, customer satisfaction and intellectual property. These risk and
benefit estimates are speculations of the effect of a positive decision. There are
trust and risk models which only consider two possible actions by the trustee:
cooperation and defection. However, the world is not black and white: Not only
can the trustee partially defect in multiple different ways, e.g. by not delivering
goods or violating a contract clause, it can also defect at different degrees. For
example, the costs of a product being three seconds late are often considerably
different from it being three months late, and the quality of a provided service
can be anything between excellent and abysmal. The severity ranges of each risk
and the weight ranges of each benefit are considered and stored per asset.

The risk parameter depends solely on the action to be performed. However,
the subjective probability that each risk manifests depends on the trustee’s rep-
utation. The risk analysis is completed by combining the structure of the risks
and benefits with a set of probability distributions for them, derived from the
trustee’s reputation. The resulting estimate is a set of cost-benefit probabil-
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ity distributions, one for each asset. Cost-benefit estimates have long been a
part of trust models; e.g. Marsh considered several business value concepts in
his work [18]. SECURE has applied continuous cost-benefit probability density
functions for risk analysis, which squeezes all assets into one result function [8].

The importance parameter brings a strategic counterpart to the tactical eval-
uation contained in the risk parameter. While the risk analysis is directly depen-
dent on what the trustee may do, the importance parameter directs what should
be done independently of the trustee’s possible behaviour in the future. This
factor guides the tolerance of risk, which is represented by a set of constraints
for the risk estimate. It represents considerations such as the cost of denying
an action, or the benefit of giving great service to certain peers even when it is
rather risky. For example, if denying service violates a contract, compensation is
needed and the trustor’s own reputation may suffer. In Poblano [19], importance
is a way for the user to override a tactical risk-based decision, so it is similarly
a strategic tool.

The context parameter represents a set of temporary adjustments to make
to other factors. These adjustments either apply to risk or its tolerance, and
their scope may be limited to a particular group of trustees, actions or their
parameters. Context changes come from three sources: the internal state of the
peer’s system, the state of the peer’s business and the state of the business
network the peer is involved with. Context-aware systems in this sense seem
rare [16]. On the other hand, items such as the reciprocity of trust, as discussed
by Marsh [18], can be expressed as a contextual adjustment to the importance
factor.

Fig. 1. Factors used to form a trust decision.
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A trust decision is built on the estimated risk an action inflicts on the assets
the trust management system must protect, compared with the risk tolerance
for it. These depend on the reputation of the trustee, the importance of the
action, and any adjustments needed in the context of the situation at hand. In
the following, we will describe how these factors are represented, and outline the
processes producing the information. The factors’ interdependencies are depicted
in Figure 1.

4 Representing experience and reputation

One major problem to all kinds of collaboration, but particularly eCollabora-
tion, is the disruptive, opportunistic behaviour of partners and the difficulty of
predicting it. Contract breach management is directed towards stopping mis-
behaviour within one collaboration, but more long-lived consequences are also
needed to discourage unwanted behaviour. Some violations are forbidden by
actively enforced legistlation, which is a relatively strong deterrent, although
international collaborations cause challenges in knowing what laws apply in a
given context. Social controls are needed to make unwanted but legally unpun-
ishable behaviour sufficiently risky that acceptable behaviour becomes a more
popular strategy.

Reputation is a strong social control mechanism in human collaboration,
and forms a strong basis both for determining trust between actors who do
not have much experince of working together as well as for updating perceptions
with problems and successes others have experienced. A technical representation
of reputation has improved business in specialized electronic marketplaces as
well [20], and a generalized model of reputation can be expected to provide
similar social controls in a business-to-business collaboration environment.

The group of potential, current and earlier partners is extremely large and
dynamic, and these partners offer a wide and changing range of services. This
means that whatever available first-hand experience one trustor has is going
to cover only a small subset of actors in the network. Third-party experience is
needed to support the local information, and to cover as many actors as possible,
the information sources cannot be limited to a small ultimately trusted group.
On the other hand, a wide array of sources brings along the problem of false
or misleading reputation information, which needs to be addressed by a local
critical evaluation of the credibility of the shared information [10].

Reputation is built from experiences. Experiences describe the outcomes of
completed actions, and are tied to assets similarly to risk. Where risk estimates
represent the probability of particular outcomes, experiences describe the actual
result.

While the assets considered interesting in particular enterprises may vary, we
believe that all organizations will have use of a handful of basic assets. Defining
a set of standard assets also has the benefit that experiences based on these
assets can be used across systems with less information lost due to unmatched
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or unclearly defined assets, which may have a clear and valuable role in one
organization, but are not understood in the other.

We have settled on a set of four standard assets: monetary, reputation, con-
trol and fulfilment. The monetary asset represents money and other things in
the organization that have a well-defined monetary value. The reputation asset
represents the trustor’s good reputation in the eyes of the environment it op-
erates in. The control asset is a joint representation for the trustor’s security,
privacy and general local self-protection assets. The fulfilment asset represents
the trustor’s expectations of the trustee’s participation in the action, such as the
quality of the service the trustee may be providing or its efficiency in fulfilling
its own end of the agreement.

Our model for reputation represents outcomes as five categories of effects on
each asset: large negative effect, slight negative effect, no change, slight positive
effect, and large positive effect. The exact semantics of these effects depend on
the enterprise: for example, the size of a typical business order affects whether
a loss of a hundred euros is considered a large or a slight negative effect on the
monetary asset for that particular action. As these outcomes are determined for
all assets they can be determined for, they together form one item of experience.
Some actions may also have an undefined or unknown effect on a particular
asset, in which case a special “no outcome value” is recorded.

To aggregate experiences into a reputation view, the number of different out-
comes for each asset is stored. The sum of these counters provides a measure on
the number of experiences received, and therefore functions as a partial measure
of the reliability of the information. On the other hand, the counter for no out-
come values reveals the quality of the experiences when compared to the total
count. An example reputation view is depicted in Figure 2.
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Fig. 2. An example reputation view.

5 Conclusion

Enterprise computing is moving towards more open, collaborative systems, which
involves issues in technical, semantic and pragmatic interoperability. Trust man-
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agement focuses on the pragmatic interoperability problem of whether two en-
terprises trust each other enough to want to collaborate. Trust decisions are
made both upon setting up a collaboration and during it, to determine whether
changes in trust cause the perceived risks to outweigh the incentives and trust
between the partners.

The high-level trust model of the TuBE trust management system involves
the interplay of four main components: reputation, risk, importance, tolerance,
and context adjustments to them. The reputation model was presented in more
detail, and the full information model will be further elaborated on in a separate
paper.

The Pilarcos interoperability middleware provides a supporting environment
for the TuBE trust management system to operate in, through useful facilities
such as contract negotiation and monitoring, as well as central frameworks such
as a service typing model and partner matching on the technical and semantic
interoperability levels. The merging of the TuBE trust management system into
the Pilarcos system has begun with an analysis on how the new system is placed
within the processes of the existing middleware [12]. The process continues as
the trust management system design is finalized and implementation begins.
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