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! Apriori Algorithm

HanNU TOIVONEN

Department of Computer Science,
University of Helsinki,

Helsinki, Finland

Definition

Apriori algorithm (Agrawal, Mannila, Srikant, Toivo-
nen, & Verkamo, 1996) is a »data mining method which
outputs all »frequent itemsets and P-association rules
from given data.

Input: set Z of items, multiset D of subsets of Z, fre-
quency threshold min_fr, and confidence threshold
min_conf.

Output: all frequent itemsets and all valid association
rules in D.

Method:

I: level := 1; frequent_sets := &5;

2: candidate_sets := {{i} |ie Z};

3: while candidate_sets # &

3.1: scan data D to compute frequencies of all sets in can-
didate_sets;

3.2: frequent_sets := frequent_sets U {C € candi-
date_sets | frequency(C) > min_fr};

3.3 level :=level + 1;

3.4: candidate_sets := {A c T | |A| = leveland B €
frequent_sets for all B c A, |B| = level - 1};

4: output frequent_sets;

5: for each F € frequent_sets

51:foreachEc F,E+@,E+F

5.11: if frequency(F)/frequency(E) > min_conf then
output association rule E - (F \ E)

The algorithm finds frequent itemsets (lines 1-4) by
a breadth-first, general-to-specific search. It generates
and tests candidate itemsets in batches, to reduce the
overhead of database access. The search starts with the
most general itemset patterns, the singletons, as can-
didate patterns (line 2). The algorithm then iteratively
computes the frequencies of candidates (line 3.1) and
saves those that are frequent (line 3.2). The crux of
the algorithm is in the candidate generation (line 3.4):
on the next level, those itemsets are pruned that have
an infrequent subset. Obviously, such itemsets cannot
be frequent. This allows Apriori to find all frequent
itemset without spending too much time on infrequent
itemsets. See »-frequent pattern and Pconstraint-based
mining for more details and extensions.

Finally, the algorithm tests all frequent association
rules and outputs those that are also confident (lines
5-5.1L1).
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