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## Preface

Knowledge discovery in databases (KDD), often called data mining, aims at the discovery of useful information from large collections of data. The discovered knowledge can be rules describing properties of the data, frequently occurring patterns, clusterings of the objects in the database, etc. Data mining has in the 1990's emerged as visible research and development area; both large data sets.
This book is intended to give an overview of the basic issues in KDD. The echnical emphasis is on the discovery of frequently occurring patterns, both in relational and in sequential data, and in the search for database integrity constraints from relational databases

The book is divided into an introduction and 5 technical parts:

1. Introduction (Chapter 1): what is knowledge discovery?
2. Discovery of association rules (Chapter 2). Association rules are a simple but useful formalism for expressing regularities in databases. Association rules are a good example of how frequent patterns can be located efficiently in a vast search space.
3. Case study (Chapters 3-6): discovery of episodes in telecommunications alarm databases. In these chapters our aim is to give a general picture of the process of knowledge discovery, from the initial problem description to experiences with a fielded system. We also give detailed domain independent algorithms for the analysis of sequences of events.
4. Theoretical aspects of knowledge discovery (Chapters 7 and 8 ). We give a universal formulation of the problem of discovering of all frequent patterns. We also provide a generic solution, and analyze properties of both the problem and the solution.
5. Sampling (Chapter 9). In the final chapter we discuss sampling and show how it can be used to boost the (exact) discovery of patterns.

- belief networks
- clusterings

To illustrate one of these concepts, we consider briefly association rules. An association rule [1] about a relation $r$ over schema $R$ is an expression of the form $X \Rightarrow B$, where $X \subseteq R$ and $B \in R \backslash X$. The intuitive meaning of the rule is that if a row of the matrix $r$ has a 1 in each column of $X$, then the row tends to have a 1 also in column $B$.

Examples of data where association rules might be applicable include the following.

- A student database at a university: rows correspond to students, columns to courses, and a 1 in entry $(s, c)$ indicates that the student $s$ columns to courses,
- Data collected from bar-code readers in supermarkets: columns correspond to products, and each row corresponds to the set of items purchased at one time.
- A database of publications: the rows and columns both correspond to publications, and $\left(p, p^{\prime}\right)=1$ means that publication $p$ refers to publication $p^{\prime}$.
- A set of measurements about the behavior of a number of systems, say exchanges in a telephone network. The columns correspond to the presence or absence of certain conditions, and each row corresponds to a measurement: if entry $(m, c)$ is 1 , then at measurement $m$ condition $c$ was present.

Given $X \subseteq R$, we denote by $f r(X, r)$ the frequency of $X$ in $r$ : the fraction of rows of $r$ that have a 1 in each column of $X$. The frequency of the rule $X \Rightarrow B$ in $r$ is defined to be $f r(X \cup\{B\}, r)$, and the confidence of the rule is $f r(X \cup\{B\}, r) / f r(X, r)$. The confidence is the observed probability with which a row containing $X$ also contains $B$.
In the discovery of association rules, the task is to find all rules $X \Rightarrow B$ such that the frequency of the rule is at least a given threshold min_fr and the confidence of the rule is at least another threshold min_conf. In large number of columns around 5000 . The frequency threshold min fr typically is arond $10^{-2}-10^{-5}$. from 0 to 1 . From such a database might obtain hundreds or thousand of association rules. (Of course, one has to be careful in assigning any statistical significance to findin obs with such ignificance to finding

Note that there is no predefined limit on the number of attributes of the
left-hand side $X$ of an association rule $X \Rightarrow B$ : this is important so that
unexpected associations are not ruled out before the processing starts. It also means that the search space of the rules has exponential size in the number of attributes of the input relation. Handling this requires some care for the algorith ms, but there is a simple way of pruning the search space.

Example 1.1 Discovered in a student enrolment database, the association rule $\{$ Distributed Operating Systems, Introduction to Unix $\} \Rightarrow$ Programming in C (frequency $=2 \%$, confidence $=96 \%$ ) states that $96 \%$ of the students that have taken Distributed Operating Systems and Introduction to Unix, also have taken Programming in C, and that $2 \%$ of all the students actually have taken all three courses. Such rules can be useful in obtaining
a picture of the combinations of courses actually taken by the students. The a picured of er in the acquir ,
In market daske analysis, the number of products being sold can be large and it is more difficult to have a hunch for all the associations in the data. On the other hand, discovered patterns can be very valuable for the business.
A well-known story tells how a surprising association was discovered between A well-known story tells how a surprising association was discovered between
diapers and beer in late afternoons. With some research a fairly natural cause diapers and beer in late afternoons. With some research a fairly natural cause
was discovered: young fathers buying diapers on the way back home from was discovered: young fathers buying diapers on the way back home from
the work. This simple but surprising observation could maybe be capitalized the work. This simple but surprising observation could maybe be capitalized
by placing beer closer to diapers, in order to make the impulse shopping behaviour stronger, and maybe by placing chips right next to diapers and beer.

### 1.2 The KDD process

The goal of knowledge discovery is to obtain useful knowledge from large collections of data. Such a task is inherently interactive and iterative: one cannot expect to obtain useful knowledge simply by pushing a lot of data to a black box. The user of a KDD system has to have a solid understanding of the domain in order to select the right subsets of data, suitable classes of patterns, and good criteria for interestingness of the patterns. Thus KDD systems should be seen as interactive tools, not as fully automatic analysis systems.
Discovering knowledge from data should therefore be seen as a process containing several steps:

1. understanding the domain
2. preparing the data set;
3. discovering patterns (data mining),
4. postprocessing and presenting the discovered patterns, and
5. putting the results into use.
(See [22] for a slightly different process model and excellent discussion.)
Understanding the domain of the data is naturally a prerequisite for extracting anything useful: the user of a KDD system has to have some sort of understanding about the application area before any valuable information can be obtained. As an example, consider the discovered association rule between diapers and beer. Beer probably is purchased in addition to diapers, and the rule indicates a link that can potentially be strengthened. or the other hand, if a strong associaton is isoved between bread and away from each other would force customers who really came to pick up both items to spend more time in the store. Critical interpretation of data ming results and the drawing of conclusions typically require good domin nowledge. Data mining does not work by phing a buttonIf ye. Data
If very good human experts exist for a domain, it can be hard for semifairly stable domains, where the humans have had time to achieve expertise even in the details of the data. A possible example occurs in some areas of retailing, where the products and customer profiles can stay about the same for longer periods of time. The easiest application areas for KDD seem to be ones where general human experts can be found, but the actual microevel properties of the data are changing. This seems to be the case in, e.g., telecommunications, where the operators of the networks have a fairly good overview of the systems characteristics, but changes and updates in equipment and software mean that actual expertise in the details of the data is more difficult to obtain

Preparation of the data set involves selection of the data sources, integration of heterogeneous data, cleaning the data from errors, assessing noise, dealing with missing values, etc. This step can easily take up most of the time needed for the whole KDD process. This is not surprising: the difficulties in data integration are well known
The pattern discovery phase in KDD is the step where the interesting and frequently occurring patterns are discovered from the data. In this paper we follow the terminology introduced in [22]: data mining refers to the pattern discovery part of knowledge discovery. Elsewhere, especially in industry, data The der used as a synonym for KDD
and mahine lear. decision tree induction, clustering, inuctive logic programming, etc. The emphasis in data mining research is
The KDD process does not stop when patterns.
The user has to be able to understand what has been discen discovered.
the data and patterns simultaneously, contrast the discovered patterns with background knowledge, etc. Postprocessing of discovered knowledge involves steps such as further selection or ordering of patterns, visualization, etc. Some approaches to KDD methodology put a heavy emphasis on postprocessing.
The KDD process is necessarily iterative: the results of a data mining step can show that some changes should be made to the data set formation step, postprocessing of patterns can cause the user to look for some slightly modified types of patterns, etc. Efficient support for such iteration is one important topic of development in KDD

### 1.3 Applications of knowledge discovery

### 1.3.1 Scientific applications

Prominent applications of KDD include health care data, financial applications, and scientific data $[65,53,20]$.
One of the more spectacular applications is the SKICAT system [21], which operates on 3 terabytes of image data. Image processing of the pixels produces approximately 2 billion objects, basically smudges of light, each with 40 attributes. To be usable, the objects have to be classified into a few classes: stars, galaxies, etc

The task is obviously impossible to do manually. Using example classifications provided by experts, the system induced decision trees and extracted classification rules for the problem. The results are spectacular: verification shows that the resulting classification is accurate, and the classification has already been used to discover new high-redshift quasars.

Another astronomical application has been done on the radar data produced by the Magellan spacecraft that has surveyed the surface of Venus using radar. The basic problem was to find out which features observed on the surface are volcanos and which are not. The problem is complicated by the fact that finding the "ground truth" is by no means trivial: it is not possible to obtain more accurate information about the surface of Venus than that obtained by the Magellan spacecraft. The approach taken in [11] was to search automatically for volcanos by first training the system using examples provided by geologists.
In biological sciences the ability to analyze the 1-dimensional structure of genes and proteins has made significant advances possible. Finding the protein and gene data sets yield several important data mining problems, such as the location of recurrent motifs from protein sequences, and similarity searches among large sets of sequences. Several research groups have recently used sophisticated hidden Markov model (HMM) methods to look for such structural patterns [54, 55].

### 1.3.2 Business application

In business, the main area of application for KDD techniques has been marketing. A typical problem is targeting of mail advertising: how to determine which products should be offered to customers, on the basis of their past purchase behavior? A good example of this type of work is the system Opportunity Explorer [6].
In many business domains, publication of details of succesful systems is rare. Often the reason is simple: if data mining gives a competitive advantage, it is not wise to spread the word to competitors. Succesfull applications are reported in in portfolio management, fraud detection, manufacturing and production, and network management. See [10] for an overview of applications.
1.3.3 Data warehousing, OLAP, and knowledge discovery

In industry, the success of KDD is partly related to the rise of the concepts of data warehousing and on-line analytical processing (OLAP). These strategies for the storage and processing of the accumulated data in an organization have become popular in recent years. KDD and data mining can be viewed as ways of realizing some of the goals of data warehousing and OLAP.

In principle, a data warehouse aims at the storage and processing of all relevant business data on an enterprise wide level for different analysis tasks. The motivation for data warehousing is that such integrated data storage can be immensely useful for making valuable inferences about the business across the enterprise
Knowledge discovery is a good way of using the data in the data warehouse. Data warehousing, on the other hand, makes long-term knowledge discovery cheaper, as a data warehouse removes a lot of the effort needed in the early stages of the KDD process. On the other hand, data warehousing often is very expensive: the integration of data from different sources can be quite costly
On-line analytical processing, OLAP, is a term introduced as a counerpart to on-line transaction processing, OLTP, the traditional mode of database usage. In OLAP the emphasis is on producing different types of multidimensional reports for the use of strategic decision making in the orgay aiming at discovery. In OLAP systems, the user typically has in his mind a question that he wants to be answered, whereas in KDD the user typically has a less clear view of what is to be found from the dat a
as clear view of wha to be found from the data.
TD ession leads to some more focused questions typically a succesful KDD session leads to some more focused questions that could be labeled OLAP-type.

### 1.4 KDD versus machine learning and statistics

Data mining combines methods and tools from at least three areas: machine learning, statistics, and databases. Indeed, one can sometimes hear the following comments.

- Data mining is just machine learning!
- Data mining is just statistics!
- What does data mining have to do with databases?

In this section we discuss briefly the first two points; the next sections are devoted to a discussion on the third point.
The close links between machine learning, statistics, and data mining are fairly obvious. All three areas aim at locating interesting regularities, patterns, or concepts from empirical data. The exact relationships of these areas have been subject to some debate.
Machine learning methods form the core of data mining: decision tree earning or rule induction is one of the main components of several data mining algorithms. There are some differences, however.
The emphasis on the process of knowledge discovery is one; large parts of machine learning literature concentrate on just the learning or induction step, although exceptions of course exist

The next difference concerns the relative roles of concepts and data. It seems that most of machine learning research assu mes there is something to be learned, i.e., that there is an underlying interesting concept or mechanism hat produces the data. The data can be corrupted by noise, errors, etc., but still the idea is that there is an interesting concept at the bottom. In knowledge discovery, on the other hand, the data is the primary thing, and one does not necessarily assume that there would be any sensible structure behind the data. For example, in an alyzing retail sales data, the data is what it is, and the users are not interested in obtaining a full understanding of it; useful nuggets of information are sufficient. Of course, this difference is not bsolute.
A third difference is related to the goals. KDD systems typically have fairly modest aims, in terms of the complexity of the obtained knowledge. difficult for humans to do most of the work in KDD aims at finding knowlo tha a ad the time. This distinction is particularly evident when one compares the ea of dincovery to knowed discovery An discovery
Antachine learning is the on looking at data sets containing hundreds or thousands of examples, while

KDD applications consider larger data sets. It is not clear how significant this distinction is, however: some machine learning work has been done on huge data sets, and KDD methods can be useful even on small data collections. Furthermore, the essential source of complexity in data mining is typically not the number of objects in the database, but rather the number of attributes: the number of possible patterns typically grows at least exponentially in the number of attributes. This growth is the real source of difficulty, not the number of objects in the database
Summarizing, machine learning is at the core of KDD, but there are differences between the areas.
In statistics the term data mining has been used for a long time, often in slightly derogatory fashion, as referring to data analysis without clearly formulated hypotheses. A more fashionable term is exploratory data analysis EDA) [86], which stresses the supremacy of data as guiding A. KD and the in

Pribo [19], th for estimation to model selection. Instead of looking for the parameter values that make a model fit the data well, also the model structure is part of the search process. This trend fits the goals of KDD nicely: one does not want to fix the model structure in advance. The recent advances in, say Markov chain fix the model structure in advance. The recent advances in, say Markov chain
Monte Carlo (MCMC) methods, make it possible to consider far larger model spaces than previously. In addition to these techniques, the KDD community has lots to learn from statistics, e.g., in the handling of uncertainty.

The main difference between KDD and statistics is perhaps in the exensive use of machine learning methods in KDD, in the volume of data, and in the role of computational complexity issues in KDD. For example, even MCMC methods have difficulties in handling tens of thousands of parameter values; some sort of combinatorial preprocessing is needed to make the model selection task tractable. It seems that such combinations of methods can be useful: combinatorial techniques are used to prune the search space, and statistical methods are used to explore the remaining parts in great detail.

### 1.5 Databases and data mining

What is the role of database management systems in data mining? Normal use of databases can be seen as deduction, whereas knowledge discovery aims at induction. Furthermore, parts of database technology are not very relevant to knowledge discovery. For example, recovery and transaction management are issues that a KDD application typically does not have to care about.
Nevertheless, database management systems have been especially developed for the storage and flexible retrieval of large masses of structured data, so at least in principle they should be suited for KDD. What database
systems have to offer is basically fast access to certain subgroups of a data set and efficient computation of some characteristics of such subgroups.
Usual database systems are not very well suited for such tasks. Implementation of classification algorithms (say, C4.5) or neural networks on top of a large database require tighter coupling with the database system and smart use of indexing techniques. For example, training a classifier on a large raining set stored in a database requires possibly multiple passes through the data using different orderings between attributes. This can be implemented by utilizing DBMS support for aggregate operations, indexes and database sorting ('order by'). Clustering may require efficient implementarertion of association rules can be performed in many different ways, berling the amont a rowing number of papers on this subject at recent VLDB and SIGMOD
conferences.
Database mining should learn from the general experience of DBMS field and follow one of the key DBMS paradigms [43]: building optimizing compilers for ad hoc queries and embedding queries in application programming pilers for ad hoc queries and embedding queries in application programming
interfaces. Thus, the focus should be on increasing programmer productivity for KDD application development.

Queries, however have to be much more general than SQL; similarly, he queried objects have to be far more complex than records (tuples) in relation al database.

## Chapter 2

## Discovery of association rules

In this chapter we study the discovery of association rules, a simple but important case of frequent patterns. Association rules we introduced in [1] for the analysis of market baskets. We specify the problem formally in Section 2.1. In Section 2.2 we review how association rules can be generated when all frequent sets of items are given as input. In Section 2.3 we give an efficient method for the discovery of all frequent sets. Experiments with the method are described in Section 2.4. Extensions and other related work are method are described in Section 2.4. Extensions and other related work are
reviewed in Section 2.7. In Section 2.5 we consider the problem of selectreviewed in Section 2.7. In Section 2.5 we consider the problem of select-
ing interesting rules from the set of generated rules. Section 2.6 gives some simple theoretical results about the association rule finding problem

### 2.1 Association rules

Given a collection of sets of items, association rules describe how likely various combinations of items are to occur together in the same sets. A typical application for association rules is in the analysis of the so called supermarket basket data: the goal is to find regularities in the customer behavior in
terms of combinations of products that are purchased often together. The simple data model we consider is the following

Definition 2.1 Given a set $R$, a $0 / 1$ relation $r$ over $R$ is a collection (or multiset) of subsets of $R$. The elements of $R$ are called items, and the elements of $r$ are called rows. The number of rows in $r$ is denoted by $|r|$, and the size of $r$ is $\|r\|=\sum_{t \in r}|t|$.
Example 2.2 In the domain of supermarket basket an alysis, items represent the products in the stock. There could be items such as beer, chips, diapers, milk, bread, and so on. A row in a basket database then corresponds to the contents of a shopping basket: for each product type in the basket, the corresponding item is in the row. If a customer purchased milk and diapers, then there is a corresponding row $\{$ milk, diapers $\}$ in the database. The

| Row ID | Row |
| :--- | :--- |
| $t_{1}$ | $\{A, B, C, D, G\}$ |
| $t_{2}$ | $\{A, B, E, F\}$ |
| $t_{3}$ | $\{B, I, K\}$ |
| $t_{4}$ | $\{A, B, H\}$ |
| $t_{5}$ | $\{E, G, J\}$ |

Figure 2.1: An example $0 / 1$ relation $r$ over the set $R=\{A, \ldots, K\}$.
quantity or price of items is not considered in this model, only the binary information whether a product was purchased or not

The nu mber of different items can be in the order of thousands, whereas typical purchases only contain at most dozens of items. When practical storage structures for such sparse databases are used, the physical database size closely corresponds to $\|r\|=\sum_{t \in r}|t|$.
We use letters $A, B, \ldots$ from the beginning of the alphabet to denote items. The set of all items is denoted by $R$, and other sets of items are denoted by letters from the end of the alphabet, such as $X$ and $Y$. Calligraphic symbols, such as $\mathcal{S}$, denote collections of sets. Databases are denoted by lowercase letters such as $r$, and rows by letters $t$ and $u$.
An interesting property of a set $X \subseteq R$ of items is how many rows contain it. This brings us to the formal definition of the term "frequent"

Definition 2.3 Let $R$ be a set and $r$ a $0 / 1$ relation over $R$, and let $X \subseteq R$ be a set of items. The item set $X$ matches a row $t \in r$, if $X \subseteq t$. The (multi) set of rows in $r$ matched by $X$ is denoted by $\mathcal{M}(X, r)$, i.e., $\mathcal{M}(X, r)=$ $\{t \in r \mid X \subseteq t\}$. The frequency of $X$ in $r$, denoted by $f r(X, r)$, is $\frac{\mathcal{M}(X, r) \mid}{|r|}$. We write simply $\mathcal{M}(X)$ and $f r(X)$ if the database is unambiguous in the context. Given a frequency threshold min_fr $\in[0,1]$, the set $X$ is frequent ${ }^{1}$ if $f_{r}(X, r) \geq$ min_fr.

ㅁ
Example 2.4 Consider the $0 / 1$ relation $r$ over the set $R=\{A, \ldots, K\}$ in Figure 2.1. We have, for instance, $\mathcal{M}(\{A, B\}, r)=\left\{t_{1}, t_{2}, t_{4}\right\}$ and $f r(\{A, B\}, r)=3 / 5=0.6$. The database can be viewed as a relational database over the schema $\{A, \ldots, K\}$, where $A, \ldots, K$ are $0 / 1$-valued attributes hence the name " $0 / 1$ relation". Figre 2.2 presens
in
A set $X$ is frequent if it matches at least a fraction min_f $f r$ of the rows the ${ }^{1}$ In the literature, also the terms large and covering have been used for "frequent", and the term support for "frequency".


Figure 2.2: The example $0 / 1$ relation $r$ in relational form over $0 / 1$-valued attributes $\{A, \ldots, K\}$
user and depends on the application. For notational convenience, we next introduce notations for collections of frequent sets
Definition 2.5 Let $R$ be a set, $r$ a $0 / 1$ relation over $R$, and min_fr a frequency threshold. The collection of frequent sets in $r$ with respect to min_fr is denoted by $\mathcal{F}(r$, min $f r)$

$$
\mathcal{F}(r, \text { minf } f r)=\left\{X \subseteq R \mid f r(X, r) \geq \text { min_f }_{-} r\right\},
$$

or simply by $\mathcal{F}(r)$ if the frequency threshold is clear in the context. The collection of frequent sets of size $l$ is denoted by $\mathcal{F}_{l}(r)=\{X \in \mathcal{F}(r)| | X \mid=l\}$.

Example 2.6 Assume that the frequency threshold is 0.3 . The collection $\mathcal{F}(r, 0.3)$ of frequent sets in the database $r$ of Figure 2.1 is then $\{\{A\},\{B\},\{E\},\{G\},\{A, B\}\}$, since no other non-empty set occurs in more than one row. The empty set $\emptyset$ is trivially frequent in every $0 / 1$ relation; we often ignore the empty set as a non-interesting case.

We now move on and define association rules. An association rule states that a set of items tends to occur in the same row with another set of items. Associated with each rule are two factors: its confidence and frequency

Definition 2.7 Let $R$ be a set, $r$ a $0 / 1$ relation over $R$, and $X, Y \subseteq R$ sets of items. Then the expression $X \Rightarrow Y$ is an association rule over $r$. The confidence of $X \Rightarrow Y$ in $r$, denoted by $\operatorname{conf}(X \Rightarrow Y, r)$, is $\frac{|\mathcal{M}(X \cup Y, r)|}{|\mathcal{M}(X, r)|}$. The frequency $f r(X \Rightarrow Y, r)$ of $X \Rightarrow Y$ in $r$ is $f r(X \cup Y, r)$. We write simply conf $(X \Rightarrow Y)$ and $f r(X \Rightarrow Y)$ if the database is unambiguous in the context. Given a frequency threshold min_fr and a confidence threshold min_conf, $X \Rightarrow Y$ holds in $r$ if and only if $f r(X \Rightarrow Y, r) \geq \min _{-} f r$ and $\operatorname{conf}(X \Rightarrow$ $Y, r) \geq$ min_conf.

In other words, the confidence $\operatorname{conf}(X \Rightarrow Y, r)$ is the conditional probability that a randomly chosen row from $r$ that matches $X$ also matches $Y$.

The frequency of a rule is the amount of positive evidence for the rule. For a rule to be considered interesting, it must be strong enough and common enough. The association rule discovery task [1] is now the following: given $R$, $r, m i n_{-} f r$, and min_conf, find all association rules $X \Rightarrow Y$ that hold in $r$ with espect to min_fr and min_conf, and such that $X$ and $Y$ are disjoint and non-empty.
Example 2.8 Consider, again, the database in Figure 2.1. Suppose we have frequency threshold $m i n_{-} f r=0.3$ and confidence threshold min_conf $^{2}=0.9$. The only association rule with disjoint and non-empty left and right-hand sides that holds in the database is $\{A\} \Rightarrow\{B\}$. The frequency of the rule is $0.6 \geq$ min_fr, and the confidence is $1 \geq$ min_conf. The rule $\{B\} \Rightarrow\{A\}$ does not hold in the database as its confidence 0.75 is below min_conf. $\square$

Note that association rules do not have monotonicity properties with respect to expansion or contraction of the left-hand side. If $X \Rightarrow Y$ holds, then $X \cup\{A\} \Rightarrow Y$ does not necessarily hold, since $X \cup\{A\} \Rightarrow Y$ does not necessarily have sufficient frequency or confidence. Or, if $X \cup\{A\} \Rightarrow Y$ holds, then $X \Rightarrow Y$ does not necessarily hold with sufficient confidence. Association rules are not monotone with respect to expansion of the right-hand side neither: if $X \Rightarrow Y$ holds, then $X \Rightarrow Y \cup\{A\}$ does not necessarily hold with sufficient frequency or confidence. Association rules are only monotone with respect to contraction of the right-hand side: if $X \Rightarrow Y \cup\{A\}$ holds, then $X \Rightarrow Y$ holds.

### 2.2 Rule generation

Association rules that hold in a $0 / 1$ relation can be discovered in two phases [1]. First, find all frequent item sets $X \subseteq R$ and their frequencies. Then test separately for all $Y \subset X$ with $Y \neq \emptyset$ whether the rule $X \backslash Y \Rightarrow Y$ holds with sufficient confidence. Algorithm 2.9 (from [1]) uses this approach to generate all association rules that hold in the input database. The harder part of the problem, the task of finding the frequent sets, is considered in the following section. Note that indentation is used in the algorithms to specify the extent of loops and conditional statements.
Theorem 2.10 Algorithm 2.9 works correctly.
Proof First note that $\operatorname{conf}(X \Rightarrow Y, r)=\frac{|\mathcal{M}(X \cup Y, r)|}{|\mathcal{M}(X, r)|}=\frac{f r(X \cup Y, r)}{f r(X, r)}$
Clearly, all association rules $X \Rightarrow Y$ that are output by the algorithm hold in the in put database $r: f_{r}(X \Rightarrow Y) \geq$ min_f $_{f} r_{r}$ since $f_{r}(X \cup Y) \geq$ min_f $_{-} f_{r}$ (line 2), and conf $(X \Rightarrow Y) \geq$ min_conf (line 6)

All association rules $X \stackrel{\Rightarrow}{\Rightarrow} Y$ that hold in the input database $r$ are also output by the algorith $m$. Since $f r(X \Rightarrow Y) \geq m i n_{-} f r$, also $f r(X \cup Y) \geq m i n_{-} f r$,

Algorithm 2.9
nput: A set $R$, a $0 / 1$ relation $r$ over $R$, a frequency threshold min_fr, and a Output: The association rules that hold in $r$ with respect to min_fr and min_conf, and their frequencies and confidences.
Method:
Method:

1. $/ /$ Find frequent sets (Algorithm 2.14):
2. $\quad$ compute $\mathcal{F}(r$, min_fr $):=\{X \subseteq R \mid f r(X, r) \geq$ min_fr $\}$;
compute $\mathcal{F}(r$, min_fr $):=\{X \subseteq$
$1 / \mathrm{Generate} \mathrm{rules:}$
for all $X \in \mathcal{F}\left(r\right.$, min_f $\left._{\text {f }}\right)$ do
or all $X \in \mathcal{F}(r$, min_fr $)$ do
for all $Y(X$ with $Y \neq \emptyset$ do

and $X \cup Y$ must be in $\mathcal{F}(r, \min f r)$ (line 2$)$. Then the possible rule $X \Rightarrow Y$ will be checked (lines 4 and 5 ). Since $\operatorname{conf}(X \Rightarrow Y) \geq$ min_conf, the rule will be output (line 6).

### 2.3 Finding frequent sets

Exhaustive search of frequent sets is obviously infeasible for all but the smallest sets $R$ : the search space of potential frequent sets consists of the $2^{|R|}$ subsets of $R$. A more efficient method for the discovery of frequent sets can be based on the following iterative approach. For each $l=1,2, \ldots$, first deter mine a collection $\mathcal{C}_{l}$ of candid ate sets of size $l$ such that $\mathcal{F}_{l}(r) \subseteq \mathcal{C}_{l}$, and deter mine a collection $\mathcal{C}_{l}$ of candidate sets of size $l$ such $\mathcal{F}_{\text {at }} \mathcal{F},()=\mathcal{C}_{\text {, a }}$ of the candidates from the database.
For large data collections, the computation of frequencies from the database is expensive. Therefore it is useful to minimize the number of candidates, even at the cost of the generation phase. To generate a small but sufficient collection of candidates, observe the following properties of item sets. Obviously a subset of items is at least as frequent as its superset, i.e., frequency is
monotone increasing with respect to contraction of the set. This means that for any sets $X$ and $Y$ of items such that $Y \subseteq X$, we have $\mathcal{M}(Y) \supseteq \mathcal{M}(X)$ and $f r(Y) \geq f r(X)$, and we have that if $X$ is frequent then $Y$ is also frequent. Proposition 2.11 takes advantage of this observation and gives useful information for candidate generation: given a set $X$, if any of the subsets of $X$ is not frequent then $X$ can be safely discarded from the candidate collection $\mathcal{C}_{|X|}$. The proposition also states that it actually suffices to know if all subsets one smaller than $X$ are frequent or not
Proposition 2.11 Let $X \subseteq R$ be a set. If any of the proper subsets $Y \subset X$ is not frequent then (1) $X$ is not frequent and (2) there is a non-frequent subset $Z \subset X$ of size $|X|-1$.

## Algorithm 2.14

Input: A set $R$, a $0 / 1$ relation $r$ over $R$, and a frequency threshold min_fr.
Output: The collection $\mathcal{F}(r, \min f r)$ of frequent sets and their frequencies.
Method:

$$
\begin{aligned}
& \text { 1. } \quad \mathcal{C}_{1}:=\{\{A\} \mid A \in R\} ; \\
& \text { while } \mathcal{C}_{1} \neq \emptyset \text { do } \\
& \begin{array}{c}
\text { hile } \mathcal{C}_{l} \neq \emptyset \text { do } \\
/ / \text { Database }
\end{array} \\
& \begin{array}{l}
\text { compute } \mathcal{F}_{i}(r):=\left\{X \in \mathcal{C}_{i} \mid f r(X, r) \geq \text { min_fr } ;\right. \\
l:=l+1 ;
\end{array} \\
& \begin{array}{l}
:=l+1 ; \\
\text { // Apriori candidate generation (Algorithm 2.18): }
\end{array} \\
& \begin{array}{l}
\text { compute } \mathcal{C}_{l}:=\mathcal{C}\left(\mathcal{F}_{l}(r)\right) \text {; } \\
\text { for all } l \text { and for all } X \in \mathcal{F}_{l}(r) \text { do output } X \text { and } f r(X, r) \text {; }
\end{array}
\end{aligned}
$$

Proof Claim (1) follows directly from the observation that if $X$ is frequent then all subsets $Y \subset X$ are frequent. The same argument applies for claim (2): for any $Y \subset X$ there exists $Z$ such that $Y \subseteq Z \subset X$ and $|Z|=|X|-1$. If $Y$ is not frequent, then $Z$ is not frequent.

## Example 2.12 If we know that

$$
\mathcal{F}_{2}(r)=\{\{A, B\},\{A, C\},\{A, E\},\{A, F\},\{B, C\},\{B, E\},\{C, G\}\},
$$

then we can conclude that $\{A, B, C\}$ and $\{A, B, E\}$ are the only possible members of $\mathcal{F}_{3}(r)$, since they are the only sets of size 3 whose all subsets of size 2 are included in $\mathcal{F}_{2}(r)$. Further on, we know that $\mathcal{F}_{4}(r)$ must be empty.

We now use Proposition 2.11 to define a candidate collection of sets of size $l+1$ to consist of those sets that can possibly be frequent, given the frequent sets of size $l$. This definition is the heart of the Apriori algorithm.

Definition 2.13 Given a collection $\mathcal{F}_{l}(r)$ of frequent sets of size $l$, the (Apriori) candidate collection generated from $\mathcal{F}_{l}(r)$, denoted by $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$, is the collection of sets of size $l+1$ that can possibly be frequent
$\mathcal{C}\left(\mathcal{F}_{l}(r)\right)=\left\{X \subseteq R| | X \mid=l+1\right.$ and $Y \in \mathcal{F}_{l}(r)$ for all $\left.Y \subseteq X,|Y|=l\right\}$.

We now finally give Algorithm 2.14 (Apriori) that finds all frequent sets. The subtasks of the algorithm, for which only specifications are given, are described in detail in following subsections.

Theorem 2.15 Algorithm 2.14 works correctly.

Proof We show by induction on $l$ that $\mathcal{F}_{l}(r)$ is computed correctly for all $l$. For $l=1$, the collection $\mathcal{C}_{l}$ contains all sets of size one (line 1 ), and collection $\mathcal{F}_{\mathcal{F}}(r)$ contains then correctly exactly those that are frequent (line 5 ). For $l>$ 1, assume $\mathcal{F}_{l-1}(r)$ has been correctly computed. Then we have $\mathcal{F}_{l}(r) \subseteq \mathcal{C}_{l}=$ $\mathcal{C}\left(\mathcal{F}_{l-1}(r)\right)$ by Proposition 2.11 (line 8$)$. Collection $\mathcal{F}_{l}(r)$ is then correctly computed to contain the frequent sets (line 5).
Note also that the algorithm computes $\mathcal{F}_{|X|}(r)$ for each frequent set $X$ : since $X$ is frequent, there are frequent sets-at least the subsets of $X$-of since $X$ is frequent, there are frequent sets-at least the subsets of
sizes 1 to $|X|$, so the ending condition $\mathcal{C}_{l}=\emptyset$ is not true for $l \leq|X|$.

From Proposition 2.11 it follows that Definition 2.13 gives a sufficiently arge candidate collection. Theorem 2.16, below, shows that the definition gives the smallest possible candidate collection in general.
Theorem 2.16 For any collection $\mathcal{S}$ of subsets of $X$ of size $l$, there exists a $0 / 1$ relation $r$ over $R$ and a frequency threshold min_fr such that $\mathcal{F}_{l}(r)=\mathcal{S}$ and $\mathcal{F}_{l+1}(r)=\mathcal{C}(\mathcal{S})$.
Proof We use a simple trick: set $r=\mathcal{S} \cup \mathcal{C}(\mathcal{S})$ and $\min _{-} f r=1 /|r|$. Now all sets in $\mathcal{S}$ and $\mathcal{C}(\mathcal{S})$ are frequent, i.e., $\mathcal{S} \subseteq \mathcal{F}_{l}(r)$ and $\mathcal{C}(\mathcal{S}) \subseteq \mathcal{F}_{l+1}(r)$. Further on, $\mathcal{F}_{l+1}(r) \subseteq \mathcal{C}(\mathcal{S})$ since there are no other sets of size $l+1$ in $r$. To complete the proof we show by contradiction that $\mathcal{F}_{l}(r) \subseteq \mathcal{S}$. Assume that $Y \in \mathcal{F}_{l}(r)$ is not in $\mathcal{S}$. Then there must be $X \in \mathcal{C}(\mathcal{S})$ such that $Y \subset X$. However, by Definition 2.13 all subsets of $X$ of size $l$ are in $\mathcal{S}$.
m candidate . ll cabsets ate generation, more in formation can be used than just whether all subsets are frequent or not, and this way the number of candidates can be
further reduced. Sometimes even the exact frequency of a set can be inferred.

Example 2.17 Assume sets $\{A, B\},\{A, C\},\{A, D\},\{B, C\}$, and $\{B, D\}$ are frequent. Definition 2.13 gives $\{A, B, C\}$ and $\{A, B, D\}$ as candidates for $l=3$, and Theorem 2.16 shows that such a $0 / 1$ relation exists where $\{A, B, C\}$ and $\{A, B, D\}$ are indeed frequent.
If, however, we know that $\operatorname{fr}(\{A, B, C\})=f r(\{A, B\})$, then we can infer that $\operatorname{fr}(\{A, B, D\})<m i n \_f r$. Intuitively, item $C$ partitions the database: all of $\{A, B\}$ occurs with $C$, but less than min_fr of $D$ occurs with $C$, since $f r(\{C, D\})<\min _{-} f r$, and therefore $\{A, B, D\}$ cannot be frequent. If the frequency of $\{A, B, C\}$ is computed first, it is not necessary to compute the frequency of $\{A, B, D\}$ from the database at all.

We have a slightly different situation if $\operatorname{fr}(\{A, B\})=f r(\{A\})$. Then we have $\mathcal{M}(\{A\}) \subseteq \mathcal{M}(\{B\})$, so $\mathcal{M}(\{A, C\})=\mathcal{M}(\{A, B, C\})$ and $f r(\{A, C\})=$ $\operatorname{fr}(\{A, B, C\})$. Thus the frequency $f r(\{A, B, C\})$ needs not to be computed from the database.

An algorithm such as 2.14 could, in principle, take advantage of situations similar to the above examples. Such situations do not, however, occur

## Algorithm 2.18 <br> unput: A lexicographically sorted array $\mathcal{F}_{( }(r)$ of frequent sets of size $\mathcal{l}$. <br> Output: $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$ in lexicographical order. <br> Method <br> for all $X \in \mathcal{F}_{\mathcal{L}}(r)$ do for all $Y \in \mathcal{F}_{l}(r)$ such that $X<Y$ and $X$ and $Y$ share their $l-1$ <br> for all $Z \subset(X \cup Y)$ such that $|Z|=l \begin{aligned} & \text { lexicographically first items do } \\ & l\end{aligned}$ <br> for an $Z$ is not in $\mathcal{F}_{l}(r)$ then continue with the next $Y$ at line 2; if put $X \cup Y$;

frequently, and the effort saved can be less than the effort put into finding these cases. Furthermore, Algorithm 2.14 combines the computations of the frequencies of all candidate sets of size $l$ to one pass; the number of database passes would seldom be reduced

### 2.3.1 Apriori candidate generation

We now consider the computation of candidate collections as defined in Defintion 2.13. The trivial method to compute the candidate collection $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$ is to check for each possible set of size $l+1$ whether the definition holds, i.e., if all its $l+1$ subsets of size $l$ are frequent. A more efficient way is to first compute potential candidates as unions $X \cup Y$ of size $l+1$ such that $X$ and $Y$ are frequent sets of size $l$, and then to check the rest of their subsets of size $l$. Algorithm 2.18 presents such a method. For efficiency reasons, it is assumed that both item sets and collections of item sets are stored as arrays, sorted in the lexicographical order. We write $X<Y$ to denote that $X$ precedes $Y$ in the lexicographical order.

Theorem 2.19 Algorithm 2.18 works correctly.
Proof First we show that the collection of potential candidates $X \cup Y$ considered by the algorithm is a superset of $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$. Given a set $W$ in $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$, consider the subsets of $W$ of size $l$, and denote by $X^{\prime}$ and $Y^{\prime}$ the $X^{\prime}$ and the second subset in the lexicographical order, respectively. Then $X$ and $Y$ share the -1 exicographically first items of $W$. Since $W$ is a all sets in $\mathcal{F}_{( }(r)$, and $Y$ are in $\mathcal{F}(r)$. In the algorinm, $X$ iterates over set between $X^{\prime}$ and $Y^{\prime}$ in the lexicographical ordering of $\mathcal{F}_{( }(r)$ must share the same $l^{-1}$ lexicographically first items. Thus we have $Y=Y^{\prime}$ in some teration while $X=X^{\prime}$. Hence we find a superset of the collection of all candidates. Finally, a potential candid ate is correctly output if and only if all of its subsets of size $l$ are frequent (line 4).

The time complexity of Algorithm 2.18 is polynomial in the size of the collection of frequent sets and it is independent of the database size.
Theorem 2.20 Algorithm 2.18 can be implemented to run in time $\mathcal{O}\left(l^{2}\right.$ $\left.\left|\mathcal{F}_{l}(r)\right|^{2} \log \left|\mathcal{F}_{l}(r)\right|\right)$.

Proof The outer loop (line 1) and the inner loop (line 2) are both iterated $\mathcal{O}\left(\left|\mathcal{F}_{l}(r)\right|\right)$ times. Given $X$ and $Y$, the conditions on line 2 can be tested in time $\mathcal{O}(l){ }^{2}$ On line 4 , the remaining $l-1$ subsets need to be checked. With binary search, a set of size $l$ can be located from $\mathcal{F}_{l}(r)$ in time $\mathcal{O}\left(l \log \left|\mathcal{F}_{l}(r)\right|\right)$. The output on line 5 takes time $\mathcal{O}(l)$ for each potential candidate. The total time complexity is thus $\mathcal{O}\left(\left|\mathcal{F}_{l}(r)\right|^{2}\left(l+(l-1) l \log \left|\mathcal{F}_{l}(r)\right|+l\right)\right)=$ $\mathcal{O}\left(l^{2}\left|\mathcal{F}_{l}(r)\right|^{2} \log \left|\mathcal{F}_{l}(r)\right|\right)$.
The upper bound of Theorem 2.20 is met when $l=1$ : all pairs of frequent sets of size 1 are created. After that the number of iterations of the inner sets of size 1 are created. After that the number of
loop on line 2 is typically only a fraction of $\left|\mathcal{F}_{l}(r)\right|$.
Instead of only computing $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$, several successive families $\mathcal{C}\left(\mathcal{F}_{l}(r)\right)$, $\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{l}(r)\right)\right), \mathcal{C}\left(\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{l}(r)\right)\right)\right), \ldots$ can be computed and then checked in a single database pass. This trades off a reduction in the number of database passes against an increase in the number of candidates, i.e., database processing against an increase in the number of candidates, i.e., database processing
against main memory processing. Candidates of size $l+2$ are computed against main memory processing. Candidates of size $l+2$ are computed $\mathcal{C}\left(\mathcal{F}_{l+1}(r)\right) \subseteq \mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{l}(r)\right)\right.$ ). Several candidate families can be computed by several calls to Algorithm 2.18.
Generating several candidate families is useful when the overhead of generating and testing the extra candidates $\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{l}(r)\right)\right) \backslash \mathcal{C}\left(\mathcal{F}_{l+1}(r)\right)$ is less than the effort of a database pass. Unfortunately, estimating the volume of extra candidates is in general difficult. The obviously useful situations are when $\left|\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{l}(r)\right)\right)\right|$ is small.

## Example 2.21 Assume

$$
\mathcal{F}_{2}(r)=\{\{A, B\},\{A, C\},\{A, D\},\{A, E\},
$$

$$
\{B, C\},\{B, D\},\{B, G\},\{C, D\},\{F, G\}\} .
$$

Then we have

$$
\underset{\mathcal{C}}{\mathcal{C}\left(\mathcal{F}_{2}(r)\right)}=\{\{A, B, C\},\{A, B, D\},\{A, C, D\},\{B, C, D\}\},
$$

$$
\begin{aligned}
\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{2}(r)\right)\right) & =\{\{A, B, C, D\}\}, \text { and } \\
\mathcal{C}\left(\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{2}(r)\right)\right)\right) & =\emptyset .
\end{aligned}
$$

$$
\begin{aligned}
\mathcal{C}\left(\mathcal{C}\left(\mathcal{C}\left(\mathcal{F}_{2}(r)\right)\right)\right) & =0 .
\end{aligned}
$$

It would be practical to evaluate the frequency of all 5 candidates in a single pass.
$\square$
${ }^{2}$ Actually, the values of $Y$ can be determined more efficiently with some extra bookActually, the values of $Y$ can be determined more eficicently with some extra book-
keeping information stored every time candidates are generated. A more detailed method
using this idea is presented in Section 4.2.2.

Algorithm 2.22
Input: A set $R$, a $0 / 1$ relation $r$ over $R$, a candidate collection $\mathcal{C}_{l} \supseteq \mathcal{F}_{l}(r$, min_fr), and a frequency threshold $\min _{1} f r$.
Output: The collection $\mathcal{F}_{l}(r$, min_ $f r)$ of frequent sets and their frequencies. Method:

1. // Initialization:
for all $A \in R$ do $A$.is_contained_in $:=\emptyset$;

for anl $X \in \mathcal{C} \mathcal{C}_{a}$ do $X$. freq_count $:=0 ;$
/ Database access:
// Database access
for all $t \in r$ do
for all $X \in \mathcal{C}_{\boldsymbol{C}}$ do $X$.item_count $:=0$;
for all $A \in t$ do
for all $A \in t d$ do
for all $X \in A$
contained_in do
$X$. item_count $:=X$.item_count +1 ;
if $X$.item_count $=\mid$ then $X$.freq_count $:=X . f r e q-c o u n t+1 ;$

for autl $X \in \mathcal{C}_{i}$ do
if $X . f$ req_coun
$X$. freq_count $/|r| \geq$ min_fr then output $X$ and $X$.freq_count $/|r|$;

### 2.3.2 Database pass

We turn now to the database pass of Algorithm 2.14. Algorithm 2.22 presents a method for computing the frequencies of candidates from a database.

For each item $A \in R$ we maintain a list $A$.is_contained_in of candidates that contain $A$. For each candidate $X$ we maintain two counters. Variable $X$.freq_count is used to count the number of rows that $X$ matches, whereas variable $X$. item_count records, for the current row, the nu mber of items of $X$.

Theorem 2.23 Algorithm 2.22 works correctly.
Proof We need to show that the frequency of each candidate $X \in \mathcal{C}_{l}$ is computed correctly; obviously the correct sets are then output (line 15). The frequency counters are initialized to zero on line 5 . The claim that remains to be shown is that for every $X$ in $\mathcal{C}_{l}$, the frequency counter is increased on line 12 once for each row $t$ such that $X \subseteq t$.
First consider the initialization phase. After lines 2 and 4 , for each $A \in R$ we have $A$. is_contained_in $=\left\{X \mid X \in \mathcal{C}_{l}\right.$ and $\left.A \in X\right\}$. Consider now lines 8 to 11: given a row $t$, these lines compute for each set $X$ in $\mathcal{C}_{l}$ the size of the reaches the size of $X$ (lines 11 and 12) if and only if $X \subset t$ in which case the frequency counter is increased by one.

The time complexity of the algorithm is linear in the size of the database and in the product of the number of rows and the number and size of candidates.

Theorem 2.24 The time complexity of Algorithm 2.22 is $\mathcal{O}\left(\|r\|+l|r|\left|\mathcal{C}_{\mathcal{C}}\right|+\right.$ $|R|$ ).

Proof The time complexity of initialization is $\mathcal{O}\left(|R|+l\left|\mathcal{C}_{l}\right|+\left|\mathcal{C}_{\mid}\right|\right)$(lines 2-5). The time complexity of reading the database is $\mathcal{O}(||r||)$ (line 7 ). Initialization of candidates for all rows takes time $\mathcal{O}\left(|r|\left|\mathcal{C}_{i}\right|\right)$ (line 8 ). For each row, each candidate is updated at most $l$ times; the worst-case time complexity for computing the frequencies is thus $\mathcal{O}\left(l|r|\left|\mathcal{C}_{l}\right|\right)$. Output takes time $\mathcal{O}\left(l\left|\mathcal{C}_{\mathcal{C}}\right|\right)$. The time complexity for the whole database pass is thus $\mathcal{O}\left(|R|+l\left|\mathcal{C}_{l}\right|+\left|\mathcal{C}_{l}\right|+\right.$ $\left.\|r\|+|r|\left|\mathcal{C}_{l}\right|+l|r|\left|\mathcal{C}_{l}\right|+l\left|\mathcal{C}_{l}\right|\right)=\mathcal{O}\left(| | r \|+l|r|\left|\mathcal{C}_{l}\right|+|R|\right)$.

There are a number of practical improvements to the algorithm. As an xample, to determine that an infrequent set $X \subseteq R$ really is not frequent, one has to read at least a fraction $1-$ min_fr of the rows of the database. With a relatively large frequency threshold min_f $r$ it could be practical to check and discard a candidate if there are less rows left than are needed for the candidate to be frequent. In the best case, all candidates could be discarded when less than a fraction min_fr of the database rows are left. Thus the best possible saving is less than a fraction min_fr of the original time.

### 2.4 Experiments

To illustrate the behavior of the methods in practice, we present experimental esults with a course enrollment database of the Department of Computer Science at the University of Helsinki. The database consists of registration information of 4734 students: there is a row per student, and the items are the courses offered by the department. The "shopping basket" of a student contains the courses the student has enrolled to during his or her stay at the university. The number of courses is 127, and a row contains on the average 4.3 courses. The experiments in this and the following chapters have been run on a PC with a 90 MHz Pentium processor and 32 MB of main memory, under the Linux operating system. The data collections resided in flat text files.
Table 2.1 gives an overview of the amount of frequent sets of different izes found with frequency thresholds $0.01-0.2$. The table shows that the number and the size of frequent sets increases quickly with a decreasing frequency threshold. Frequency threshold 0.2 corresponds to a set of at least hold for at least 48 students are foundound

An experiments is given in And the number of candidates and maximum size, and the time to compute the frequencies from the database are shown. The row "match ratio" shows how large fraction of candid ate sets

| Size | Frequency threshold |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 0.200 | 0.100 | 0.075 | 0.050 | 0.025 | 0.010 |
| 1 | 6 | 13 | 14 | 18 | 22 | 36 |
| 2 | 1 | 21 | 48 | 77 | 123 | 240 |
| 3 | 0 | 8 | 47 | 169 | 375 | 898 |
| 4 | 0 | 1 | 12 | 140 | 776 | 2203 |
| 5 | 0 | 0 | 1 | 64 | 1096 | 3805 |
| 6 | 0 | 0 | 0 | 19 | 967 | 4899 |
| 7 | 0 | 0 | 0 | 2 | 524 | 4774 |
| 8 | 0 | 0 | 0 | 0 | 165 | 3465 |
| 9 | 0 | 0 | 0 | 0 | 31 | 1845 |
| 10 | 0 | 0 | 0 | 0 | 1 | 690 |
| 11 | 0 | 0 | 0 | 0 | 0 | 164 |
| 12 | 0 | 0 | 0 | 0 | 0 | 21 |
| 13 | 0 | 0 | 0 | 0 | 0 | 1 |

Table 2.1: Number of frequent sets of each size with different frequency thresholds.
was actually frequent. The lower parts of the table then show the number of rules generated from the frequent sets with different confidence thresholds, and the time it took to generate them.
The table shows that for reasonable frequency and confidence thresholds the time it takes to generate candidates is smaller by a magnitude than the time for the database pass, although our database is small. For large databases the candidate generation time can, in practice, be ignored. As was already noted, the number of frequent sets grows quickly when the ally, but the number of rules explodes; with frequency threshold 0.01 a , ${ }^{2}$ dence the 0.5 tere 1.8 illion rules
The table shows that the candidate generation method works well: the number of candidates is quite close to the number of frequent sets, especially with lower frequency thresholds. Table 2.3 shows in more detail the much combinatorial information available, and subsequently there are over 100 non-frequent candidates, After that the candidate generation method works very effectively, and the match ratio is at least $90 \%$.
The execution times of the database passes of our experiments are roughly inear in the total number of items in the candidate collection. This is consistent with the result $\mathcal{O}\left(\|r\|+l|r|\left|\mathcal{C}_{i}\right|+|R|\right)$ of Theorem 2.24. In our case $\| r| |$ is a fairly small constant since the database is small, and $|R|$ is even less significant. We tested the scale-up properties of the algorithms by producing $2,4,8$ and 16 fold copies of the data set. Figure 2.3 presents the relative

|  | Frequency threshold |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.200 | 0.100 | 0.075 | 0.050 | 0.025 | 0.010 |
| Candidate sets: |  |  |  |  |  |  |
| Count | 142 | 223 | 332 | 825 | 4685 | 24698 |
| Generation time (s) | 0.1 | 0.1 | 0.2 | 0.2 | 1.1 | 10.2 |
| Frequent sets: |  |  |  |  |  |  |
| Count | 7 | 43 | 122 | 489 | 4080 | 23041 |
| Maximum size | 2 | 4 | 5 | 7 | 10 | 13 |
| Database pass time (s) | 0.7 | 1.9 | 3.5 | 10.3 | 71.2 | 379.7 |
| Match ratio | 5\% | $19 \%$ | $37 \%$ | $59 \%$ | 87\% | $93 \%$ |
| Rules (min_conf $=0.9$ ): |  |  |  |  |  |  |
| Count | 0 | 3 | 39 | 503 | 15737 | 239429 |
| Generation time (s) | 0.0 | 0.0 | 0.1 | 0.4 | 46.2 | 2566.2 |
| Rules (min_conf $=0.7$ ): |  |  |  |  |  |  |
| Count | 0 | 40 | 193 | 2347 | 65181 | 913181 |
| Generation time (s) | 0.0 | 0.0 | 0.1 | 0.8 | 77.4 | 5632.8 |
| Rules (min_conf $=0.5$ ): |  |  |  |  |  |  |
| Count | 0 | 81 | 347 | 4022 | 130680 | 1810780 |
| Generation time (s) | 0.0 | 0.0 | 0.1 | 1.1 | 106.5 | 7613.62 |

Table 2.2: Characteristics of experiments with different frequency thresholds.

| Size | Candidates |  | Frequent sets |  | $\begin{array}{\|c} \hline \text { Match } \\ \text { aratio } \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Count | Time (s) | Count | Time (s) |  |
| 1 | 127 | 0.05 | 22 | 0.26 | 17\% |
| 2 | 231 | 0.04 | 123 | 1.79 | $53 \%$ |
| 3 | 458 | 0.04 | 375 | 5.64 | $82 \%$ |
| 4 | 859 | 0.09 | 776 | 12.92 | 90\% |
| 5 | 1168 | 0.21 | 1096 | 18.90 | $94 \%$ |
| 6 | 1058 | 0.30 | 967 | 18.20 | $91 \%$ |
| 7 | 566 | 0.24 | 524 | 9.69 | $93 \%$ |
| 8 | 184 | 0.11 | 165 | 3.09 | 90\% |
| 9 | 31 | 0.04 | 31 | 0.55 | 100\% |
| 10 | 3 | 0.01 | 1 | 0.15 | $33 \%$ |
| 11 | 0 | 0.00 |  |  |  |
| Total | 4685 | 1.13 | 4080 | 71.1 | $87 \%$ |

Table 2.3: Details of candidates and frequent sets for each size with min_fr $=$ 0.025 .
"Significance" Let us first consider a significance measure that closely corresponds to the statistical significance level.
As a simple example, consider an association rule $\{A\} \Rightarrow\{B\}$. Consider the frequencies $f r(A)$ and $f r(B)$ as given, and the size of $\mathcal{M}(\{A, B\})$ as a andom variable $\mathbf{X}$. Recall that the confidence is obtained from $|\mathcal{M}(\{A, B\})|$ by just dividing it by $|\mathcal{M}(A)|$. Assuming that $A$ and $B$ are independent, $\mathbf{X}$ has a binomial probability distribution: you have $|\mathcal{M}(A)|$ Bernoulli trials each with success probability $f r(B)$

The actual size of $\mathcal{M}(\{A, B\})$ is measured in the database (and it deermines the confidence). Given the distribution of $\mathbf{X}$, one can compute the much as the size of $\mathcal{M}(\{A, B\})$ does. This probability can be used as a measure of significance or deviation from expectation for the rule a value close o 1 means that the deviations would be smaller almost certainly if $A$ and $B$ were independent, ie, there is strong evidence for dependence between $A$ and $B$. A value close to 0 means that the deviation from the expected value could be caused by com rand effects. Couple of notes are in order. Firfts.
sually expressed as $1-s$ by statisticians. Second, you should be careful when talking about (statistical) significance: the statistical tradition is to when taking about (statistical) significance: the statistical tradition is to in the case of association rules you test a huge number of hypothesis, and it is likely that some will look significant by random. There are methods like Boneferroni adjustment for taking this into account, but it is still not quite clear what the whole picture is if you compare the situation with more traditional statistical settings. So it is maybe safer to just talk about a significance measure, or a measure of deviation or interestingness

J-measure The $J$-measure, introduced in [80], is an information theoretic measure for ranking rules. It measures, individually for each association rule $X \Rightarrow Y$, the information gained about $Y$ over the situation where only the frequency of $Y$ is known.

$$
\text { Expressed in terms of association rules, the } \mathrm{J} \text {-measure is defined as }
$$

$$
\begin{aligned}
J(X \Rightarrow Y)= & \operatorname{fr}(X)\left(\operatorname{conf}(X \Rightarrow Y) \log \left(\frac{\operatorname{conf}(X \Rightarrow Y)}{f r(Y)}\right)+\right. \\
& \left.(1-\operatorname{conf}(X \Rightarrow Y)) \log \left(\frac{1-\operatorname{conf}(X \Rightarrow Y)}{1-\operatorname{fr}(Y)}\right)\right) .
\end{aligned}
$$

The first term, $f r(X)$, favours frequent rules, and the second term is known as the cross-entropy, the information gain of the rule. The J-measure has unique properties as a rule information measure and is in a certain sense a special case of Shannon's mutual information. From a pla rules in able the measure provides a useful and sound method and confidence of rules.

### 2.6 Theoretical analyses

The algorith ms presented in the previous sections perform quite well in practice. For large databases and meaningful frequency and confidence thresholds tice. For large databases and meaningful frequency and confidence thresholds the running time is dominated by the

### 2.6.1 A lower bound

The quantity $|\mathcal{C}|$ can be exponential in the number of items, as all itemsets can be frequent. If there are only a few frequent sets, the above algorithms still investigate several candidates. Next we show that this is to some degree inevitable. We give an information-theoretic lower bound for finding one association rule in a restricted model of computation where the only way of getting information from a database is by asking questions of the form "is the set $X$ frequent". This model is realistic in the case the database is large and stored using a database system, and the model is also quite close to the one underlying the design of the original algorith $m[1]$.
Theorem 2.25 Assume the database has $m=|R|$ items. In the worst case one needs at least

$$
\log \binom{m}{h} \approx h \log (m / h)
$$

questions of the form "is the set $X$ frequent" to locate one maximal frequent set, where $h$ is the size of the frequent set.
Proof Consider a database with exactly 1 maximal frequent set of size $h$. There are $\binom{m}{h}$ different possible answers to the problem of finding the maximal frequent set. Each question of the form "is the set $X$ frequent" provides at most 1 bit of information

This lower bound is not optimal for small values of $h$. For example, assume that there is exactly one frequent set of size 1 . Then any algorithm for finding this set has to use at least $\Theta(m)$ queries of the above type. However the bound is fairly tight for larger values of $h$.
Loveland [57] has considered the problem of finding "critical sets". Given a function $f: \mathcal{P}(R) \rightarrow\{0,1\}$ that is upwards monotone (i.e., if $f(Y)=1$ and $Y \subseteq X$, then $f(X)=1$ ), a set $X$ is critical if $f(X)=1$, but $f(Z)=0$ for all subsets $Z$ of $X$. Thus maximal frequent itemsets are complements of critical sets of the upwards monotone function

$$
f(Y)= \begin{cases}0 & \text { if } R \backslash Y \text { is frequent } \\ 1 & \text { otherwise. }\end{cases}
$$

For example for $h=m / 2$, the lower bound above matches exactly the upper bound provided by one of Loveland's algorithms.

### 2.6.2 Probabilistic analysis of random databases

The number of frequent sets is an important factor influencing the running times of the algorithms. We now show that in one model of random databases all frequent itemsets have small size.
Consider a randomly generated database $r=\left\{t_{1}, \ldots, t_{n}\right\}$ over items $R=$ $\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$; assume that each row $t_{k}$ of the database contains any item $A_{j}$ with probability $q$, and assume that the entries are independent. Then were $h=\mid X$, that $t_{k}$ contains $A_{j}$ for all $A_{j}$ in a given itemset $X$ is $q$ parameters $n$ and $q^{h}$.

The Chernoff bounds $[5,36]$ state that for all $a>0$ we have

$$
\operatorname{Pr}\left[x>n q^{h}+a\right]<e^{-2 a^{2} / n} .
$$

We thus obtain

$$
\operatorname{Pr}[x>s n]=\operatorname{Pr}\left[x>n q^{h}+n\left(s-q^{h}\right)\right]<e^{-2 n\left(s-q^{h}\right)^{2}}
$$

where $n$ is the number of rows and $s=$ min_ $f r$ is the frequency threshold. Thus the expected number of frequent itemsets of size $h$ is bounded by $m^{h} e^{-2 n\left(s-q^{h}\right)^{2}}$, where $m$ is the nu mber of items. This is less than 1 provided $s>\sqrt{(h \ln m) / n}+q^{h}$. For large databases and thus for large $n$ the first term is very small. Hence if $s>q^{h}$, the expected number of frequent sets of size $h$ is small. (For $s=$ min_ $f r=0.01$ and $q=0.1$, this means $h \geq 2$; for $s=0.0001$ and $q=0.1$, this means $h \geq$ 4.) Thus a random database typically has only very few frequent itemsets. Of course, databases occurring in practice are not random.

### 2.6.3 Analysis of sampling

The running times of the algorithms depended linearly on the size of the database. One possibility of lowering this factor is to use only a sample of transactions.

We postpone the discussion until Chapter 9, where we show that relatively small samples give good approximations of frequencies and give a samplingbased method for finding association rules in one or two passes over the database.

### 2.7 Extensions and bibliographic notes

Since their introduction in 1993 [1], association rules have been researched a lot. In this section we discuss related work, some of which regards extensions to the basic framework of association rules. More remotely related research is discussed in Chapter 8.

Candidate generation Definition 2.13 and Algorithm 2.14 for candidate generation were presented independently in [3, 62]. We touch this subject again in Chapter 4, where we present in detail an algorithm that can deal, in addition to sets, also with multisets and ordered sets.
The frequent set discovery method presented in [1] also works in a generate and test fashion, but the candidate generation is quite different. An essential difference is that in [1] both candidate generation and evaluation are performed during the database pass. Most importantly, however, the method fails to take advant age of Proposition 2.11 and it generates candidates that cannot be frequent. Also in experimental comparisons the method of [1] has been shown to perform worse than the algorith ms of this section $[2,3,62]$.

Association rule generation The confidence of association rules is monotone decreasing with respect to moving items from the left-hand side of the rule to the right-hand side. This property can be used to reduce the number of potential rules to be tested in the rule generation in Algorithm 2.9. The dea is that for a set $X \in \mathcal{F}(r)$, the rule $X \backslash Y \Rightarrow Y$ is only tested if all rules $X \backslash Z \Rightarrow Z$ with $Z \subset Y$ have high enough confidence. Actually, the candidate generation Algorithm 2.18 can be used to construct candidates for rule right-hand sides [3].

Database pass For large databases it is important to minimize the database activity, i.e., improve on Algorithm 2.22. Matching a candidate $X$ against a row in the database in the straightforward way results in repeating work that has been done previously. Namely, the subsets of $X$ have been matched against the row already in the previous passes. Instead of starting from the scratch again, information about the matches of the subsets can be atilized. In particular, a candidate set $X$ matches exactly those rows that are matched by any two subsets of size $|X|-1$ [3]. One can create a new temporary $0 / 1$ relation with an item for each candidate, and fill in the database during the database pass. Given a candidate $X$ in the next pass, only two items representing subsets of $X$ from the previous pass are needed to determine a match, and the old database is not needed at all. There is a trade-off: while matching is faster when reusing results, the size $\sum_{X \in \mathcal{C}_{1}}|\mathcal{M}(X)|$ of the use does not usually may off in the first iterations: there are many candidates use does not usually pay ofic

## An frequencies

[40 77]. The database pass is to use inverted structures $[40,77]$. The idea here is to organize the storage by the items of the original database rather than by its rows. The information per an item $A$ is represented by the set $\mathcal{M}(\{A\})$ of (the identifiers of ) the rows that con-
tain $A$. With inverted structures, the database pass consists of computing intersections between these sets: the set $\mathcal{M}(X)$ of rows containing $X$ is the in-
tersection of the sets $\mathcal{M}(\{A\})$ for all $A$ in $X$. For $\left|\mathcal{C}_{\mid}\right|$candidates with $l$ items each, the use of inverted structures results in somewhat smaller asymptotic worst-case time complexity $\mathcal{O}\left(|r| l\left|\mathcal{C}_{l}\right|\right)$ than the bou $\operatorname{O} \mathcal{O}\left(||r||+|r| l\left|\mathcal{C}_{l}\right|+|R|\right)$ of not using inverted structures. The main difference is that when using inverted structures, the non-frequent items need not be read at all. The above mentioned idea of reusing results from previous database passes can be implemented efficiently by storing the intersections representing frequent sets [40]. The size of the temporary database consisting of these inverted structures is hen $\sum_{X \in \mathcal{F}_{1}(r)}|\mathcal{M}(X)|$

An efficient method for the discovery of frequent sets takes advantage of the fact that with small databases the database needs to be read only nce from the disk and can then remain in main memory. In the Partition each partition is analyzed separately in main memory The first database pass consists identifying in each part the collection of all locally frequent sets. For the second pass, the union of the collections of locally frequent sets is used as the candidate set. The first pass is guaranteed to locate a superset fed collection of frequent item sets; the second pass is needed to merely compute the frequencies of the sets.
Hashing has been used at least for two tasks in the discovery of frequent sets. In [3], hashing is used during the database pass to efficiently determine the collection of candidates that match a row. The method of [73], in turn, uses hashing to identify and prune non-frequent candidates before the database pass.
There is also a modification of the original algorithm of [1] that uses SQL for the discovery of frequent sets [42].

Item hierarchies Association rule algorithms have been generalized to work with items arranged to hierarchies or taxonomies [37, 40, 81]. Concept hierarchies exist often for the items: for instance, in the supermarket environ ment we know that Samuel Adams is a beer brand, that beer is a beverage, and so on. The idea is now to search for rules on several levels in the hierarchy, such as beer $\Rightarrow$ chips and Samuel Adams $\Rightarrow$ chips. The former rule gives useful information about beers in general, while the latter one may be interesting if its confidence differs significantly from the first one

Non-binary data In the basic setting, association rules are found between sets of items. It would be useful to be able to search for associations between values of attributes in more general. Association rules between discrete values of different attributes can be found in a straightforward way by considering the (attribute, value) pairs as items. The number of items is then the sum of the sizes of the domains of all attributes. The candidate generation method can be modified so that it does not generate internally inconsistent candidate
sets that contain items derived from the same attribute. Association rules for nu meric attributes are considered in $[27,82,88]$. In addition to associations between single values, as above, the authors develop methods for automatic selection of useful value intervals to be used in the sets and rules

## Chapter 3

## An example problem: Alarm correlation

In this part we consider a case-study in KDD: the problem of analyzing alarms from a telecommunication net work. Telecommunication networks are large systems consisting of such complex components as switches, base stations, radio links, etc. Network elements produce large amounts of alarms about the faults in a network. Fully employing this valuable data is, however, difficult, tion.
This part consists of 4 chapters. In this chapter we introduce the problem and outline one possible framework for knowledge discovery in alarm databases. In Chapter 4 we give a full and domain independent formulation for the framework and present algorithms for the task. In Chapter 5 we present an alternative approach and algorithms. The ideas have been implemented in a system called TASA, for Telecommunication Alarm Sequence Analyzer. We conclude this part in Chapter 6, where we look briefly at the KDD process in this particular case.

### 3.1 Fault management problems

Telecommunication networks are growing fast, and at the same time the task of identifying and correcting faults is becoming more difficult. The task is critical, since faults that interfere with the services offered by the network are costly for the operator. The quality of service plays also an important role in the growing competition between operators.

Telecommunication networks and alarms A telecommunication network can be viewed as consisting of a nu mber of interconnected components: switches, transmission equipment, etc. Each component can in its turn contain several subcomponents. The number of components depends on the
abstraction level used in viewing the system; a network operated by a local telephone company can be considered to contain 10-1000 components. We use the term network element to refer to the components under consideration.
An alarm is a message emitted by a network element, typically when a problem is encountered. Telecommunication systems are more or less fault tolerant, so the problem is not necessarily visible to the users. So faults are reported by network elements, and typically before the users are affected, but unfortunately a net work element has a very narrow view to the network. A network element can therefore only report the symptoms of the fault from its limited viewpoint. On the other hand, one fand of different alarms from several network elements.

Example 3.1 An actual alarm, as shown to the net work manager, typically looks something like this:

1234 EL1 BTS 940926082623 A1 Channel missing
The first field identifies the type of the alarm and the last field is the name of the alarm type. The second and third fields, EL1 and BTS, idendify the network element that emitted the alarm and the type of that net work element, respectively. The next two fields are the date and time when the alarm was sent. Finally, the sixth, A1, tells the priority level of the alarm on a scale from 1 to 5 .
The information contents of alarms vary a lot. Some alarms concern problems in logical concepts, such as virtual paths, some concern physical devices, such as power supplies. Some alarms report a distinct failure, e.g. without any hint for the cause.
thout any hint for the cause.
unication network there can be hundreds of different types of alarms. The number of alarms produced by a network varies greatly, of course, but typically there can be about 200-10000 alarms a day.

Processing of the alarm flow is a difficult task for the following reasons.

- The size of the networks and the diversity of alarm types mean that there are a lot of different situations that can occur.
- The alarms occur in bursts, and hence there is only little time for network managers to decide what to do with each alarm. However, when lots of alarms occur within a short time the operators should intervene.
- The hardware and software used in telecommunication networks develop fast. As new elements are added to the network or old ones are updated, the characteristics of the alarm sequences are changed. Thus the network managers do not have time to learn what the appropriate response to each situation is.

Alarm correlation A central problem of fault management is to determine which alarms are related, to combine the information in related alarms, and to make inferences about the faults and their locations. It is the task of a network management center to correlate the alarms as they are received from the network. Correlating alarms means combining the fragmented information they contain and interpreting the flow of alarms as a whole. Alarm correlation systems typically are expert systems performing operations such as (i) removing alarms carrying redundant information, (ii) filtering out lowpriority alarms when higher-priority alarms are present, or (iii) substituting a set of alarms by some new information [45]. The goal of alarm correlation prove the usefulness of the information, and ultimately to identify the most
 ective actions. While the prediction of severe faults is a difficult task, the enomic benefits that would be obtained from such predictions would be ignificant ignificant
In addition to the alarms received from a network, several sources of background information are essential in alarm correlation. Knowledge about the topological relationships of network elements is crucial. A lot of other sources are also useful for interpreting alarms. For instance, knowledge about recent problems in the network may help to explain certain alarms.
While the use of alarm correlation systems is quite popular and methods for specifying the correlations are maturing, acquiring all the knowledge neessary for constructing an alarm correlation system for a network and its elements is difficult. The complexity and diversity of network elements and the large variation in the patterns of alarm occurrences pose serious problems for network management experts trying to build a correlation model.
Alarm correlation is typically based on looking at the active alarms within a time window, and interpreting them as a group. We adopt the following formal view to alarm correlation, similar to the one taken, e.g., in [44]. Abstractly, the input to a correlation system is an ordered sequence $\left(A_{1}, t_{1}\right),\left(A_{2}, t_{2}\right), \ldots$ of alarm occurrences. A correlation pattern describes a situation that can be recognized in an alarm sequence within a time window of a given length. Typically, a correlation pattern is an expression on the set of active alarms of, e.g., the last five minutes. If in a given window there is a set of alarms that matches the correlation pattern, then the set is said to be an occurrence of the pattern. Associated with each correlation pattern is a correlation action, wh to be exe the corresponding pattern in a window.

Example 3.2 Consider a correlation pattern containing two alarms, "link alarm from $X$ with severity 1 " (alarm type $A$ ) and "high fault rate in $X$ " (alarm type $B$ ), where the variable $X$ may be replaced by the same network element in both alarms. Assume that when alarms of types $A$ and $B$ co-occur,
they are known to be followed by fatal problems in the network element $X$. The correlation action could combine the information in the alarms to a high priority warning message " $X$ will probably collapse within an hour", present it to the network manager, and filter out the original alarms.

Given correlation patterns and actions, and a sequence $s$ of alarms, an alarm correlation process continuously observes the incoming alarm sequence $s$, considers the last time window on $s$, and executes the actions sociated with the patterns that occur in the window

Alarm correlation and filtering systems for telecommunication network management have been presented, e.g., in [29, 30, 44, 45, 47, 71, 9]. Similar approaches have been used successfully also in process control tasks [66].

The problem Building a system for alarm correlation is a difficult task Networks are large and network elements are complex. The number of correlation patters can be very large, and acquiring them from technical experts is a tedious task.
Correlations may pass unnoticed by the experts, for different reasons. It can be that an expert knows a correlation but did not come to think about it, or a correlation can be such that the expert did not even know there was a colve quickly over tim so a corm is aver corm akes time for the experts to lean new correlations and to modify existing ones.

### 3.2 Sketching a solution

Setting the goal Our high-level goal is to discover useful knowledge from telecommunication alarms, mainly to help in the construction of alarm correlation systems. From a sequence of alarms different types of knowledge can be discovered, for example neural networks, hazard models, or rule-based representations. If the goal would be just to obtain good predictive performance, a neural network could be useful. There is impressive evidence on the wide applicabiity of neural networks. However, in the current application one important goal is the comprehensibity of the discovered knowledge. "he the mysem. This rules out the wish ind

arked point process, and each event (i.e, an alarm) can be considered as a failure of a component Therefore the hazard rate based methods of analysis of failure-time data for the data can be used. Combined with the Bayesian paradigm, the statistical machinery for these types of models is very powerful. However, these methods require a lot of human effort in the building of the

## Figure 3.1: A sequence of alarms.

statistical models, as well as enormous amounts of computational resources. statistical models, as well as enormous amounts of computational resources.
Currently they are not feasible for the analysis of hundreds of different types of alarms and their potential relations.

In this case rather simple rule-based formalisms are useful. Since the correlation systems are often based on looking at a time window of the alarm coquence at a time, it would be useful to use a similar concept in the disform: "if certain alarms occur within a time window of a given width, then frtain other alarm also occur within the time window" This type of rules ertainticularly useful for the following reasons. - Compensity: sua ruts are

- Comprehensibility: such rules are easy to understand and verify.
- "Standards": Correlation patterns closely resemble this rule format
- Characteristics of the application domain: such rules can be representations of simple small causal relationships within the domain.

A first solution Let us now outline an exact representation of the problem. The alarms contain a number of fields, and the most important ones are the type of the alarm and the network element that sent the alarm. We first consider only the alarm type. The occurrence time is also essential: in the interest of considering different windows on the alarm sequence, we want to know the times of the alarms. Unfortunately though, the time stamps on the alarms can be in accurate, due to unproper synchronization of clocks in the network elements. Anyway, we choose to view an occurrence of an alarm abstractly as a pair $(A, t)$, where $A$ is the alarm type and $t$ is the time of the alarm. A sequence of alarms can now be represented as a sequence of alarm types, as in Figure 3.1. In the figure, $A, B, C, D, E$, and $F$ are alarm types, and they have been marked on a time line.

What are the useful rules like more exactly? We want a set of alarms to occur close to each other, i.e., within a time window, as in the correlation patterns. Because of he poor synchronization of clocks, he rules should not on the alarm sequence and consider the olarms in it as an (unordered) set, we obtain these goals at least partially, Additionally, the alarm sequence is merged from several sources, and therefore the rules should be insensitive to intervening events. We thus want to search for rules that only test the presense of alarms in a window and that do not require that other alarms are not
present. If we look at an alarm sequence through a sliding window and find out which sets of alarms tend to occur together, we fulfill the requirements.

This task is obviously very similar to the task of finding frequent sets, and we can actually formulate a first solution as a modification of the frequent set discovery task. Consider a window at a given starting position and with a given width as a (multi) set of those alarm types that occur within the window. Denote now the set of all windows of the given width but over all possible starting positions by $r$, and denote the set of alarm types by $R$. Now $r$ can be considered a binary database over $R$, and one can discover the collection $\mathcal{F}(r, \min , f r)$ of frequent sets in $r$ with respect to some frequency threshold min_fr. This way one finds all those sets of alarms that occur in a randomly chosen window of the given width with a probability at least
 - ${ }^{\circ}$, $\Rightarrow Y$, $Y$ alto $X$ of

A more general approach Let us have another look at the alarms in the sequence of Figure 3.1 and the kind of patterns that seem to occur frequently. Clearly, an alarm of type $E$ is soon followed by $F$. One can also make the bservation that whenever $A$ and $B$ occur (in either order), $C$ occurs soon The frequent alarm sets are interesting, but they do not take the order of alarms into consideration at all. What if we know that the order of alarms is important?
Instead of sets of alarms, we can consider partially ordered sets of alarms in general. Let us call such frequently occurring patterns episodes. We can draw episodes simply as directed acyclic graphs. Consider, for instance, episodes $\alpha, \beta$, and $\gamma$ in Figure 3.2. Episode $\alpha$ occurs in a sequence only if here are events of types $E$ and $F$ that occur in this order in the sequence. We call such totally ordered episodes serial. Episode $\beta$ is a parallel episode: no constraints on the relative order of $A$ and $B$ are given. Episode $\gamma$ is an example of non-serial and non-parallel episode: it occurs in a sequence if there are occurrences of $A$ and these precede constraints the relative order of $A$ and $B$ are given
It would not be very useful to search for all possible episodes with arbitrary partial orders. Even for small episodes there would be a large number of a lot of redundancy. Instead, we assume that the user restricts the search to certain class of episodes, in practice to either parallel or serial episodes, Note that even these classes have an infinite number of episodes if episodes re allowed to multiple similar events and if the size of episodes is not restricted.
Once the frequent episodes are known, they can be used to obtain rules,
$\rho$. for prediction. For example, if we know that the episode $\beta$ of Fipure 3.2


Figure 3.2: Episode
occurs in $4.2 \%$ of the windows and that the superepisode $\gamma$ occurs in $4.0 \%$ of the windows, we can estimate that after seeing a window with $A$ and $B$, there is a chance of about 0.95 that $C$ follows in the same window. One can compute such rules and their confidences from the frequencies of episodes, just like confidences are computed for association rules.

Summary of the approach We propose automatic methods for the anaysis of alarms, to aid in the knowledge acquisition phase of building an alarm correlation system. Briefly, the scenario for building alarm correlation sysems is the following. First, a large database of alarms is analyzed off-line, and episode rules are discovered automatically. Then, for the construction of an alarm correlation system, the network management specialists have a collection of patterns of alarms at hand, and they can build the alarm correlation model from them. In the final step, the correlation rules are applied in real-time fault identification.

The discovery methods, although not directly applicable for on-line anaysis themselves, can be used also in network surveillance. The analysis can be rerun or augmented, e.g., every day or every hour. Recent patterns may point to yet unnoticed fauls in the network.
To sum up, the knowledge discovery task we consider is the following. frequency threshold, find all episodes that are frequent in the windows on the event sequence. In the algorithm for solving this task we can use many deas from the algorithm for discovering frequent sets. Additionally episodes can be recognized efficiently in the database pass by "sliding" a window on can be recognized efficiently in the database pass by sliding a window on
the input sequence. Windows starting at successive positions have a lot of overlap and are therefore similar to each other. We can take advantage of this similarity: after recognizing episodes in a window, we can make incremental updates in our data structures to deter mine which episodes occur in the next window.

## Chapter 4

## Frequent episodes

In Chapter 3 we introduced the problem of analyzing telecommunication alarm sequences, and we briefly outlined a solution based on the idea of alarm sequences, and we briefly outined a solution based on the chapter 3,
discovering frequent alarm sets in alarm sequences. Motivated by Chapter we now give exact and domain-independent formulations for the ideas about finding all frequent episodes.
We define concepts related to event sequences and episodes in Section 4.1. In Section 4.2 we give algorithms for the discovery of all frequent parallel and In Section 4.2 we give algorithms for the discovery of all frequent parallel and
serial episodes. We touch on the discovery of episodes with other types of serial episodes. We touch on the discovery of episodes with other types of
partial orders, and on the rule generation process. Illustrative experimental partial orders, and on the rule generation process. Illustrative experimental in the context of the whole KDD process.

### 4.1 The framework

Let us now work out the approach in more detail. Since the framework is application independent-although motivated by fault management-we talk about events instead of alarms. We start by defining event sequences and windows.
Definition 4.1 Given a set $R$ of event types, an event is a pair $(A, t)$, where
$A \in R$ is an event type and $t$ is an integer, the (occurrence) time of the event. An event sequence $s$ on $R$ is a triple ( $s, T_{s}, T_{e}$ ), where $T_{s}<T_{e}$ are integers, $T_{3}$ is called the starting time and $T_{e}$ the ending time, and

$$
s=\left\langle\left(A_{1}, t_{1}\right),\left(A_{2}, t_{2}\right), \ldots,\left(A_{n}, t_{n}\right)\right\rangle
$$

is an ordered sequence of events such that $A_{i} \in R$ and $T_{s} \leq t_{i}<T_{e}$ for all $i=1, \ldots, n$, and $t_{i} \leq t_{i+1}$ for all $i=1, \ldots, n-1$.

Example 4.2 Figure 4.1 presents graphically the event sequence $\mathbf{s}=$ $(s, 29,68)$, where

$$
s=\langle(E, 31),(D, 32),(F, 33),(A, 35),(B, 37),(C, 38), \ldots,(D, 67)\rangle .
$$



Figure 4.1: The example event sequence $\mathbf{s}$ and two windows of width 5 .
Observations of the event sequence have been made from time 29 to just Observations of the event sequence have been made from time 29 to just
before time 68 . For each event that occurred in the time interval $[29,68)$, the before time 68 . For each event that occurred in the time int iving a view to the events within a relatively small time period. We define giving a view to the events within a relatively small time period. We define
a window as a slice of an event sequence that is seen at any given time. We a window as a slice of an event sequence that is seen at any given time. We
then discuss the case where one considers an event sequence as a sequence of partially overlapping windows.

Definition 4.3 A window on event sequence $\mathbf{s}=\left(s, T_{s}, T_{e}\right)$ is an event sequence $\mathbf{w}=\left(w, t_{s}, t_{e}\right)$, where $\left.t_{s}<T_{e}, t_{e}\right\rangle T_{s}$, and $w$ consists of those pairs $(A, t)$ from $s$ where $t_{s} \leq t<t_{e}$. The time span $t_{e}-t_{s}$ is called the width of the window w, and it is denoted width(w). Given an event sequence s and an integer win, we denote by $\mathcal{W}(\mathbf{s}, w i n)$ the set of all windows $\mathbf{w}$ on $\mathbf{s}$ such that $\operatorname{width}(\mathbf{w})=w i n$.

There is a small trick in the definition. The first and last windows on a sequence extend outside the sequence, so that the first window only contains the first time point of the sequence, and the last window only contains the last ime point. With his definition an event close to ether end of a sequence is Given an event sequence $=(s, T$ ) and a window width in the number Given an event sequence $\mathbf{s}=\left(s, 1_{s}, I_{e}\right)$ and a window width $w i n$, the number

Example 4.4 Figure 4.1 shows two windows of width 5 on the sequence s of the previous example. A window starting at time 35 is shown in solid line, and the immediately following window, starting at time 36 , is depicted with a dashed line. The window starting at time 35 is

$$
(\langle(A, 35),(B, 37),(C, 38),(E, 39)\rangle, 35,40) .
$$

Note that the event $(F, 40)$ that occurred at the ending time is not in the window. The window starting at 36 is similar to this one; the difference is that the first event $(A, 35)$ is missing and there is a new event $(F, 40)$ at the end.
The set of the 43 partially overlapping windows of width 5 constitutes $\mathcal{W}(\mathrm{s}, 5)$; the first window is $(\emptyset, 25,30)$, and the last is $(\langle(D, 67)\rangle, 67,72)$.

## E $\longrightarrow$ -5

$\alpha$
Figure 4.2: An episode.
Event ( $D, 67$ ) occurs in 5 windows of width 5 , as does, e.g., event $(C, 50)$. f only windows totally within the sequence were considered, event ( $D, 67$ ) would occur only in window $(\langle(A, 65),(D, 67)\rangle, 63,68)$.

We now move on to define episodes formally. We also define when an episode is a subepisode of another; this relation is then used in the candidate generation for frequent episodes.

Definition 4.5 An episode $\alpha$ is a triple $(V, \leq, g)$ where $V$ is a set of nodes, $\leq$ is a partial order on $V$, and $g: V \rightarrow R$ is a mapping associating each node $g(V)$ have to occur in the order described by $\leq$ The size of $\alpha$ denoted $|\alpha|$ is $|V|$. Episode $\alpha$ is parallel if the partial order $<$ is trivial (i.e., $x \nless y$ for all $x, y \in V$ such that $x \neq y$ ). Episode $\alpha$ is serial if the relation < is a total order (i.e., $x \leq y$ or $y \leq x$ for all $x y \in V$ ). Episode $\alpha$ is injective if the mapping $g$ is iniction, i.e, no event type occurs twice in the episode

Example 4.6 An episode $\alpha=(V, \leq, g)$ can be drawn as a directed acyclic graph, where $g(x)$ is the label of node $x \in V$, and where edges indicate temporal ordering. Consider episode $\alpha=(V, \leq, g)$ in Figure 4.2. The set $V$ contains two nodes; call them $x$ and $y$. The mapping $g$ labels these nodes with the event types that are seen in the figure: $g(x)=E$ and $g(y)=F$. An event of type $E$ is supposed to occur before an event of type $F$, i.e., $x$ precedes $y$, and we have $x \leq y$. Episode $\alpha$ is injective, since it does not contain duplicate event types; in a window where $\alpha$ occurs there may, however, be multiple events of types $E$ and $F$.
Definition 4.7 An episode $\beta=\left(V^{\prime}, \leq^{\prime}, g^{\prime}\right)$ is a subepisode of $\alpha=(V, \leq, g)$, denoted $\beta \preceq \alpha$, if there exists an injective mapping $f: V^{\prime} \rightarrow V$ such that $g^{\prime}(v)=g(f(v))$ for all $v \in V^{\prime}$, and for all $v, w \in V^{\prime}$ with $v \leq^{\prime} w$ also $(v) \leq f(w)$. An episode $\alpha$ is a superepisode of $\beta$ if and only if $\rho \leq \alpha$. We write $\beta \prec \alpha$ if $\beta \prec \alpha$ and $\alpha \nprec \beta$.

Example 4.8 Figure 4.3 presents two episodes, $\beta$ and $\gamma$. From the figure we see that we have $\beta \preceq \gamma$ since $\beta$ is a subgraph of $\gamma$. In terms of Definition 4.7,


Figure 4.3: A subepisode and episode.
there is a mapping $f$ that connects the nodes labeled $A$ with each other and the nodes labeled $B$ with each other, i.e., both nodes of $\beta$ have (disjoint) corresponding nodes in $\gamma$. Since the nodes in episode $\beta$ are not ordered, the corresponding nodes in $\gamma$ do not need to be ordered, either, but they could be.

Consider now what it means that an episode occurs in a sequence. The nodes of the episode need to have corresponding events in the sequence such that the event types are the same and the partial order of the episode is espected. Below we formalize this. We also define the frequency of an episode as the fraction of windows in which the episode occurs.

Definition 4.9 An episode $\alpha=(V, \leq, g)$ occurs in an event sequence

$$
\mathbf{s}=\left(\left\langle\left(A_{1}, t_{1}\right),\left(A_{2}, t_{2}\right), \ldots,\left(A_{n}, t_{n}\right)\right\rangle, T_{s}, T_{e}\right),
$$

if there exists an injective mapping $h: V \rightarrow\{1, \ldots, n\}$ from nodes to events, such that $g(x)=A_{h(x)}$ for all $x \in V$, and for all $x, y \in V$ with $x \neq y$ and $x \leq y$ we have $t_{h(x)}<t_{h(y)}$.
Example 4.10 The window ( $w, 35,40$ ) of Figure 4.1 contains events $A, B$, $C$, and $E$, in that order. Both episodes $\beta$ and $\gamma$ of Figure 4.3 occur in the window.

Definition 4.11 Given an event sequence s and a window width win, the frequency of an episode $\alpha$ in s is

$$
f r(\alpha, \mathbf{s}, w i n)=\frac{\mid\{\mathbf{w} \in \mathcal{W}(\mathbf{s}, w i n) \mid \alpha \text { occurs in } \mathbf{w}\} \mid}{|\mathcal{W}(\mathbf{s}, w i n)|},
$$

c. the fraction of windows on s in which $\alpha$ occurs

Given a frequency threshold min_fr, $\alpha$ is $f_{r e q u e n t ~ i f ~} f_{r}(\alpha, \mathrm{~s}, w i n) \geq$ min_f $_{-} f_{\text {. }}$ The collection of episodes that are frequent in $\mathbf{s}$ with respect to win and min_fr is denoted $\mathcal{F}(\mathbf{s}, w i n$, min_fr $r$. The collection of frequent episodes of size $l$ is denoted $\mathcal{F}_{l}(\mathrm{~s}$, win, min_fr).

Algorithm 4.13
nput: A set $R$ of event types, an event sequence $\mathbf{s}$ over $R$, a set $\mathcal{E}$ of episodes, a window width win, and a frequency threshold min_fr.
Output: The collection $\mathcal{F}(\mathbf{s}$, win, min $f r)$ of frequent episodes.
Method:

$$
\begin{aligned}
& \begin{array}{l}
\text { compute } \mathcal{C}_{1}:=\{\alpha \in \mathcal{E}| | \alpha \mid=1\} \\
l:=1 ;
\end{array} \\
& l:=1 ; \quad \mathcal{C}_{1}=\{\text { do } \\
& \begin{array}{l}
\text { // Database pass (Algorithms } 4.19 \text { and } 4.21): \\
\text { compute } \mathcal{F}_{l}\left(\mathbf{s}, w i n, \text { min }_{n} f r\right):=\left\{\alpha \in \mathcal{C}_{l} \mid f r(\alpha, \mathbf{s}, \text { win }) \geq \text { min_f }_{-} r\right\} \text {; }
\end{array} \\
& \begin{array}{l}
l:=l+1 ; \\
\\
\text { / Candida }
\end{array}
\end{aligned}
$$

for all $l$ do output $\mathcal{F}_{l}(\mathrm{~s}$, win, min_fr $)$;

We can now give an exact formulation of the discovery task at hand: iven an event sequence $\mathbf{s}$, a set $\mathcal{E}$ of episodes, a window width win, and a frequency threshold min_fr, find $\mathcal{F}(\mathrm{s}$, win, min_fr $)$

### 4.2 Algorithms

In the algorithms of this section we assume that the search space $\mathcal{E}$ consists of all parallel or serial episodes constructed from the events in a given set $R$. Our main algorithm makes only the assumption that there are candidates and frequent episodes of each size up to the size of the largest frequent episodes; the more detailed algorithms for candidate generation and database pass, in turn, assume that episodes are etither parallel or serial. Towards the end of this section we briefly consider the discovery of episodes with more general partial orders.

### 4.2.1 Main algorithm

Algorithm 4.13 computes the collection $\mathcal{F}(\mathbf{s}$, win, min_fr) of frequent episodes. The algorithm has the familiar structure of alternation between candidate The algorithm has the familiar structure of alternation between candidate
generation and database pass phases. The crucial point in the candidate generation is given by the following immediate lemma.

Lemma 4.12 If an episode $\alpha$ is frequent in an event sequence $\mathbf{s}$, then all subepisodes $\beta \preceq \alpha$ are frequent.

### 4.2.2 Generation of candidate episodes

We present in detail a candidate generation method which is a generalization of the candidate generation for frequent sets. The method can be adapted to

## Algorithm 4.14

Input: A sorted array $\mathcal{F}_{l}$ of frequent parallel episodes of size $l$.
Output: A sorted array of candidate parallel episodes of size $l+1$
Method:
$\begin{array}{ll}\text { 1. } & \mathcal{C}_{l+1}:=\emptyset ; \\ \text { 2. } \\ k:=0 ;\end{array}$
if $l=1$ then for $h:=1$ to $\left|\mathcal{F}_{l}\right|$ do $\mathcal{F}_{l}$.Ulock_start $[h]:=1$; $;$ for $i=1$ to $|\mathcal{F}|$ do
curre $)_{i}$ do
for $\left(j=i ; \mathcal{F}_{l}\right.$. .bloct_s_start $[j]=\mathcal{F}_{l}$. .block_start $\left.[i] ; j:=j+1\right)$ do 1/ $\mathcal{F}_{\mathcal{F}}[i]$ and $\mathcal{F}_{\mathcal{L}}[j]$ have $l-1$ first event types in commo for $x:=1$ to $l$ do $\alpha[x]:=\mathcal{F}_{[l}[i][x]$;
$\alpha[l+1]:=\mathcal{F}_{[ }[j][l] ;$
for $y:=1$ to $l]-1$ do
// Build and test subepisodes $\beta$ that do not contain $\alpha[y]$
for $x:=1$ to $y-1$ do $\beta[x]:=\alpha[x] ;$
for $x:=y$ to $l$ do $\beta[x]:=\alpha[x+1] ;$
if $\beta$ is not in $\mathcal{F}_{l}$ then continue with the next $j$ at line 6 ;
$/ /$ All subepisodes are in $\mathcal{F}_{l}$, store $\alpha$ as candidate:
$k:=k+1$;
$\mathcal{C}_{l+1}[k]:=\alpha ;$
$\mathcal{C}_{l+1}$.block_start $[k]:=$ current_block_start $;$
output $\mathcal{C}_{l+1}$;
deal with parallel episodes (i.e., multisets of items), serial episodes (ordered deal with parallel episodes (i.e., multisets of items), serial episodes (ordered
multisets), and injective parallel and serial episodes (sets and ordered sets). Algorithm 4.14 computes the candidates for parallel episodes. In the algorim, an episode $a=(V, \leq, g)$ is represented as a lexicographically ad the items in the array are refred to using square brackets. For exampe, arallel episode $\alpha$ with events of types $A, C, C$ and $F$ is represented as an array $\alpha$ with $\alpha[1]=A, \alpha[2]=C \alpha[3]=C$, and $\alpha[4]=F$ Collections of pisodes are also represented a lowicographically sorted arrays, i, the $i$ th episodes are also represented as lexicographicaly sorted i.e., the $i$ th pisode of a collection $\mathcal{F}$ is denoted by $\mathcal{F}[i]$.
Since the episodes and episode collections are sorted, all episodes that
hare the same first event types are consecutive in the episode collection. In share the same first event types are consecutive in the episode collection. In
particular, if episodes $\mathcal{F}_{l}[i]$ and $\mathcal{F}_{l}[j]$ of size $l$ share the first $l-1$ events, then for all $k$ with $i \leq k \leq j$ we have that $\mathcal{F}_{[ }[k]$ shares also the same events. A maximal sequence of consecutive episodes of size $l$ that share the first $l-1$ events is called a block. Potential candidates can be identified by creating all combinations of two episodes in the same block. For the efficient dentification of blocks, we store in $\mathcal{F}_{l}$.block_start $[j]$ for each episode $\mathcal{F}_{l}[j]$ the index $i$ such that $\mathcal{F}_{l}[i]$ is the first episode in the block.

Theorem 4.15 Algorithm 4.14 works correctly.
Proof The crucial claim is that in the algorithm the pairs $\mathcal{F}_{l}[i]$ and $\mathcal{F}_{l}[j]$ of
episodes generate all candidates. For a moment assume that for each episode $\mathcal{F}_{l}[j]$ the value of $\mathcal{F}_{l}$.block_start $[j]$ is the index $i$ such that $\mathcal{F}_{l}[i]$ is the first episode in the block. We show later that this assumption holds. -In the following we identify an episode with its index in the collection.
In the outer loop (line 4) variable $i$ iterates through all episodes in $\mathcal{F}_{l}$,
d and in the inner loop (line 6) variable $j$ iterates through those episodes in $\mathcal{F}_{l}$ that are in the same block with $i$ but are not before $i$. Consider now any block $b$ of episodes in $\mathcal{F}_{l}$. Variables $i$ and $j$ obviously iterate through al (unordered) pairs of episodes in block $b$, including the case where $i=j$.
Since $i$ and $j$ are in the same block, they have the same $l-1$ first event ypes. Conceptually we construct a new potential candidate $\alpha$ as the union $l-1$ events and the $l$ th and finally the event number $l+1$ from episode $j$ (line 10 ). Then the events of a potential candidate are lexicographically sorted. Since the iteration of episodes proceeds in lexicographical order (over the sorted collection $\mathcal{F}_{\text {) }}$ ) the collection of candidates is also constructed in lexicographical order
Next we show that the collection of potential candidates $\alpha$ contains
valid candidates $\gamma$ of size $l+1$. All subepisodes of $\gamma$ are frequent, and in particular those two subepisodes $\delta_{1}$ and $\delta_{2}$ of size $l$ that contain all but the particular those two subepisodes $\delta_{1}$ and $\delta_{2}$ of size $l$ that contain all but the
last and the second last events of $\gamma$, respectively. Since $\delta_{1}$ and $\delta_{2}$ are in $\mathcal{F}_{l}$ and they have $l-1$ items in common, they are in the same block. At some time in the algorithm we have $\mathcal{F}_{l}[i]=\delta_{1}$ and $\mathcal{F}_{l}[j]=\delta_{2}$, and $\gamma$ is considered as a potential candid ate in the algorithm.

We need to show that no false candidates are output. An episode of size +1 has $l+1$ subepisodes $\beta$ of size $l$, and for all of these we make sure that they are in $\mathcal{F}_{l}$. We obtain all these subepisodes by leaving out one of the events in $\alpha$ at a time (line 11). Note that the two subepisodes that were used for constructing $\alpha$ do not need to be checked again. Only if all subepisodes of size $l-1$ are in $\mathcal{F}_{l}$, is $\alpha$ correctly output as a candidate
Finally we show that we have the correct value $\mathcal{F}_{\text {l }}$.block_start $[j]=i$ for all $j$, i.e., the index $i$ such that $\mathcal{F}_{l}[i]$ is the first episode in the block. For $l=1$ the structure is built on line 3 : all episodes of size 1 have at least 0 common events, so they are all in the same block, and $\mathcal{F}_{1}$.block_start $[h]=1$ for all $h$. For $l \geq 1$ and $\mathcal{F}_{l+1}$, a block $b$ of $\mathcal{F}_{l+1}\left(\operatorname{or} \mathcal{C}_{l+1}\right)$ has the property that all episodes in the block have been generated from the same episode $\mathcal{F}_{\mathcal{H}}[\ell]$. This is due to the simple fact that the first $l$ events have been copied directly from (ine ated from it (fine 5 ), and $k$.

Algorithm 4.14 can be easily modified to generate candidate serial epis-
 mposed by a total order $\leq$ For instance, a serial episode $\beta$ with events
of types $C, A, F$, and $C$, in that order, is represented as an array $\beta$ with $\beta[1]=C, \beta[2]=A, \beta[3]=F$, and $\beta[4]=C$. Collections of episodes are still stored as lexicographically sorted arrays. The only change to the algorithm s to replace line 6 .

## Theorem 4.16 With the line

6. for $\left(j:=\mathcal{F}_{l}\right.$. bock_start $[i] ; \mathcal{F}_{l}$.block_start $[j]=\mathcal{F}_{l}$.block_start $\left.[i] ;=j+1\right)$ do Algorith m 4.14 works correctly for serial episodes.

Proof The proof is similar to the proof for Theorem 4.15; now, however, $i$ and $j$ iterate over all ordered pairs of episodes in each block. The (potential) candidates are ordered sequences of event types, not sorted arrays as before, but the candidate collection is still constructed in lexicographical order. The same arguments for the correctness of the candidate collection and the structure $\mathcal{F}_{l}$.block_start hold.

There are further option with There are further options with the algorith m. If the desired episode class consists of parallel or serial injective episodes, i.e., no
any event type more than once, simply add one line.

## Theorem 4.17 With the line

6b. if $j=i$ then continue with the next $j$ at line 6 ;
inserted after line 6 , Algorithm 4.14 works correctly for injective parallel episodes (or injective serial episodes with the change of Theorem 4.16).
Proof Clearly, the effect of the inserted line is that some candidates are not generated. Consider now those excluded candidate episodes. First note that only candidates $\alpha$ that contain some event type at least twice are excluded. Either a candidate is excluded explicitly because $i=j$, or it is not generated because some of its subepisodes is not in $\mathcal{F}_{l}$. If $\alpha$ is excluded explicitly, then it contains the event type $\alpha[l]=\alpha[l+1]$ twice. If, on the other hand, some tested subepisode $\beta$ is not in the collection $\mathcal{F}_{l}$, then there mast twice the event type $\gamma[|\gamma|]$.

Now note that no episode $\alpha$ with at least two occurrences of an event type is generated. Let $A$ be an event type that occurs at least twice in $\alpha$. Then for the episode $\gamma$ of size 2 such that $\gamma[1]=A$ and $\gamma[2]=A$ we have $\gamma \preceq \alpha$, and thus $\alpha$ cannot be a candidate unless $\gamma$ is frequent. However, $\gamma$ has been excluded explicitly by the inserted line in an earlier iteration, and thus $\alpha$ is not a candidate.
The time complexity of Algorithm 4.14 is polynomial in the size of the collection of frequent episodes and it is independent of the length of the event sequence.

Theorem 4.18 Algorithm 4.14 (with any of the above variations) has time complexity $\mathcal{O}\left(l^{2}\left|\mathcal{F}_{l}\right|^{2} \log \left|\mathcal{F}_{l}\right|\right)$
Proof The initialization (line 3) takes time $\mathcal{O}\left(\left|\mathcal{F}_{\|}\right|\right)$. The outer loop (line 4) is iterated $\mathcal{O}\left(\left|\mathcal{F}_{l}\right|\right)$ times and the in ner loop (line 6$) \mathcal{O}\left(\left|\mathcal{F}_{l}\right|\right)$ times. Within the loops, a potential candidate (lines 9 and 10 ) and $l-1$ subcandidates (lines 11 to 14) are built in time $\mathcal{O}(l+1+(l-1) l)=\mathcal{O}\left(l^{2}\right)$. More importantly, the $l_{-1}$ subsets need to be searched for in the collection $\mathcal{F}_{l}$ (line 15). Since $\mathcal{F}_{l}$ is sorted, each subcandidate can be located with binary search in time $\mathcal{F}_{l}$ is sorted, each subcandidate can be located with binary search in time
$\mathcal{O}\left(l \log \left|\mathcal{F}_{l}\right|\right)$. The total time complexity is thus $\mathcal{O}\left(\left|\mathcal{F}_{l}\right|+\left|\mathcal{F}_{l}\right|\left|\mathcal{F}_{l}\right|\left(l^{2}+(l-\right.\right.$ ) $\left.\left.l \log \left|\mathcal{F}_{l}\right|\right)\right)=\mathcal{O}\left(l^{2}\left|\mathcal{F}_{l}\right|^{2} \log \left|\mathcal{F}_{l}\right|\right)$.

In practical situations the time complexity is likely to be close to $\mathcal{O}\left(l^{2}\left|\mathcal{F}_{l}\right| \log \left|\mathcal{F}_{l}\right|\right)$, since the blocks are typically small.

### 4.2.3 Recognizing episodes in sequences

Let us now consider the implementation of the database pass. We give algorithms which recognize episodes in sequences in an incremental fashion. For two windows $\mathbf{w}=\left(w, t_{s}, t_{s}+w i n\right)$ and $\mathbf{w}^{\prime}=\left(w^{\prime}, t_{s}+1, T_{s}+\right.$ win +1$)$, the sequences $w$ and $w^{\prime}$ of events are similar to each other. We take advant age of his similarity: after recognizing episodes in $\mathbf{w}$, we make incremental updates in our data structures to achieve the shift of the window to obtain $\mathbf{w}^{\prime}$.
The algorithms start by considering the empty window just before the input sequence, and they end after considering the empty window just after the equence. The way in in in actions at the beginning or end. For the frequency of episodes, only the windows correctly on the input sequence are, of course, considered.

Parallel episodes Algorithm 4.19 recognizes candidate parallel episodes in an event sequence. The main ideas of the algorithm are the following. For each candidate parallel episode $\alpha$ we maintain a counter $\alpha$.event_count that indicates how many events of $\alpha$ are present in the window. When $\alpha . e v e n t$ coount becomes equal to $|\alpha|$, indicating that $\alpha$ is entirely included in he window, we save the star g of $h$ in a.event_count decreases again, indicating that $\alpha$ is no longer entirely in the row, we entirely in the wind the end, arequt contain the tal To access candidates efficiently, they
are indexed by the number of events ype $A$ are in the list contains $(A, a)$. Whes the window is shifted and the type $A$ are in the list contains $(A, a$. When the window is shifted and the If, for instance, there is one event of type $A$ in the window and a second

Algorithm 4.19
Input: A collection $\mathcal{C}$ of parallel episodes, an event sequence $\mathbf{s}=\left(s, T_{s}, T_{e}\right)$, a window width win, and a frequency threshold min_fr Output:
Method:

1. // Initialization:
each $\alpha$ in $\mathcal{C}$ do
for each $A$ in $\alpha$
each $A$ in $\alpha$ do
A.count $:=0$;
for $i:=1$ to ${ }^{2}|\alpha|$ do contains $(A, i):=\emptyset$,
or each $\alpha$ in $\mathcal{C}$ do
for each $A$ in $\alpha$ d
$a=:=$ number of events of type $A$ in $\alpha ;$
contains $(A, a):=$ contains $(A, a) \cup\{\alpha\} ;$
a.event_count $(A,=0 ;$

// Recognition: $\begin{aligned} & \text {. fre_counl }\end{aligned}$
$/ /$ Bring in win +1 to $T_{e}$ do
Bring in new events to the window:
A.count : A. A.count +1 ; ;
for each $\alpha \in$ start + win -1 do

ג.event_contains (A, A. count) do
if $\alpha$. event_count $=|\alpha|$ then $\alpha$.inwindow $:=$ start;
7) Drop out old events from the window
for each $\alpha \in \operatorname{contains}(A, A$.count $)$ do do -1 do
if $\alpha$.event_count $=|\alpha|$ then
$\alpha$. event-count $:=\alpha$. .freq_count $-\alpha$.inwindow + start
$\alpha$. event_count $:=\alpha$.event_count - A.count
A.count $:=$ A.count -1 ;

## Atput:

or all episodes $\alpha$ in $\mathcal{C}$ do
$\alpha$.freq_count $/\left(T_{e}-T_{s}+\right.$ win -1$) \geq$ min_fr then output $\alpha$;
one comes in, all episodes in the list contains $(A, 2)$ are updated with the information that both events of type $A$ they are expecting are now present.

Theorem 4.20 Algorithm 4.19 works correctly
Proof We consider the following two invariants. (1) For each event type $A$ that occurs in any episode, the variable A.count correctly contains the A that occurs in any episode, the variable A.count correctly contains the he counter $\alpha$.event count equals $|\alpha|$ exactly when $\alpha$ occurs in the current window
The first invariant holds trivially for the empty window starting at $T_{s}$ win, since counters A.count are initialized to zero on line 4. Assu me now that the counters are correct for the window starting at start -1 , and consider the computation for the window starting at start, i.e., one iteration of the loop starting at line 13 . On lines $15-16$, the counters are updated for each new
event in the window; similarly, on lines 21 and 26 , the counters are updated for events no longer in the window
For the second invariant, first note that each set contains $(A, a)$ consists of all episodes that contain exactly $a$ events of type $A$ : the lists are initialized to empty on line 5 , and then filled correctly for each event type in each episode on line 9 . Now consider the counter $\alpha$.event_count for any episode $\alpha$. In the beginning, the counter is initialized to zero (line 10). Given an event type $A$, denote by $a$ the number of events of type $A$ in $\alpha$. The effect of lines 18 and 25 is that $\alpha$.event_count is increased by $a$ exactly for the time when there are at least $a$ events of type $A$ in the window. Thus $\alpha$.event_count $=|\alpha|$ exactly when there are enough events of each type of $\alpha$ in the window
Finally note that at the end $\alpha$.freq_count is correct. The counter is initialized to zero (line 11). Given any nu mber of consecutive windows containing $\alpha$, by the invariant the index of the first window is stored in $\alpha$.inwindow on line 19. After the last window of these, i.e., in the first window not secutive windows containing $\alpha$ (line 24) Since the last window considered is the empty window immediately after the sequence, occurrences in the last indows on the sequence are correctly computed. On the last lines the fre windows in the comptly computed On lines quent episodes are output.

Serial episodes Serial candidate episodes are recognized in an event sequence by using state au tomata that accept the candidate episodes and ignore all other input. The idea is that there is an automaton for each serial episode $\alpha$, and that there can be several instances of each automaton at the same time, so that the active states reflect the (disjoint) prefixes of $\alpha$ occurring in the window. Algorithm 4.21 implements this idea
We initialize a new instance of the automaton for a serial episode $\alpha$ every time the first event of $\alpha$ comes in to the window; the instance is removed when the same event leaves the window. When an automaton instance for $\alpha$ reaches its accepting state, indicating that $\alpha$ is entirely included in the window, and if there are no other instances for $\alpha$ in the accepting state already, we save the
starting time of the window in $\alpha$.inwindow. When an automaton instance the accepting state is rew and if there are an ather ion in the accepting state is removed, and if chere are no other instances for $\alpha$ in the accepting state, we increase the field $\alpha$.freq-o windows where $\alpha$ remained entirely in the window
It is useless to have multiple automaton instance in the same state, as they would only make the same transitions and produce the same information. It be also removed last. There are thus at most $|\alpha|$ automaton instances for an episode $\alpha$. For each instance we need to know when it should be removed. We can thus represent all the automaton instances for $\alpha$ with one array of size $|\alpha|$ : the value of $\alpha$ initialized $[i]$ is the latest initialization time of an

```
Algorithm 4.21
Input: A collection \(\mathcal{C}\) of serial episodes, an event sequence \(\mathbf{s}=\left(s, T_{s}, T_{e}\right)\), a window
width win, and a frequency threshold min_fr.
Output: The episodes of \(\mathcal{C}\) that are frequent in \(\mathbf{s}\) with respect to win and min_fr.
Method:
// Initialization:
    each \(\alpha\) in \(\mathcal{C}\) do
for \(i:=1\) to \(|\alpha|\) do
            \(\alpha\).initializzed \([i]:=0 ;\)
waits \((\alpha[i]):=\)
```



```
        \({ }_{w a i t s}(\alpha[1]):=\) waits \((\alpha[1]) \cup\{(\alpha, 1)\} ;\)
        watts \(\alpha(1]):=\) waits \((\alpha[1]) \cup\{(\alpha, 1)\} ;\)
\(\alpha\). freq_count \(:=0 ;\)
    for \(t:=T_{s}-\) win to \(T_{T}-1\) do eginsat \((t)=0\)
    // Recognition:
    for start \(:=T_{s}-\) win +1 to \(T_{e}\) do
        \(/ /\) Bring in new events to the window:
            beginsat (start + win -1\():=\emptyset\);
            transitions \(:=\emptyset\);
for all foents \((A, t)\) in \(s\) such that \(t=\)
            all events \((A, t)\) in \(s\) such that \(t=\)
for all \((\alpha, j) \in\) waits \((A)\) do
            all \((\alpha, j) \in\) waits \((A)\) do \(l=\) start + win -1 do
if \(j=|\alpha|\) and \(\alpha \cdot\) initialized \([j]=0\) then \(\alpha\).inwindow \(:=\) start ;
            f \(j=|\alpha|\) and \(\alpha\). initialized \([j]=0\) then \(\alpha\).inwindow \(:=\) st
f \(j\) = 1 then
transitions \(:=\) transitions \(\cup\{(\alpha, 1\), start + win -1\()\} ;\)
            else \(\begin{aligned} \text { transitions }:= \\ \text { transitions } \cup\{(\alpha, j, \alpha . \text { initialized }[j-1])\} ;\end{aligned}\)
```




```
            for all \((\alpha, j, t) \in\) transitions do
            beginsat \((t):=\) beginstat \((t) \cup\{(\alpha, j)\} ;\)
if \(j<|\alpha|\) then waits \((\alpha \mid j+1),=\)
            if \(j<|\alpha|\) then waits \((\alpha \mid j+1]):=\) = waits \((\alpha[j+1]) \cup\{(\alpha, j+1)\}\);
            // Drop out old events from the window
for all \((\alpha, l) \in\) beginsat (start -1\()\) do
if \(l=|\alpha|\) the
```




```
    for all episodes \(\alpha\) in \(\mathcal{C}\) do
if \(\alpha\) freq-count \(/\left(T_{e}-T_{s}+\right.\) win -1\() \geq\) min_fr then output \(\alpha\);
```

automaton instance that has reached its $i$ th state. Recall that $\alpha$ itself is represented by an array containing its events; this array can be used to label the state transitions.
To access and traverse the automata instances efficiently they are organized in the following way. For each event type $A \in R$, the instances that would next accept $A$ are linked together to a list waits $(A)$. The list contains entries of the form $(\alpha, x)$ meaning that episode $\alpha$ is waiting for its $x$ th event. When an event $(A, t)$ enters the window during a shift, the list waits $(A)$ is traversed. If an automaton instance reaches a common state with another
instance, the earlier entry in the array $\alpha$.initialized [] is simply overwritten. The transitions made during one shift of the window are stored in a list transitions. They are represented in the form ( $\alpha, x, t$ ) meaning that episode $\alpha$ got its $x$ th event, and the latest initialization time of the prefix of length $x$ is $t$. Updates regarding the old states of the automaton instances are done immediately, but updates for the new states are carried out only after all transitions have been identified, in order to not overwrite any useful information. For easy removal of automaton instances when they go out of the window, the instances initialized at time $t$ are stored in a list beginsat $(t)$. Note that only lists beginsal (stan -1) -beginsal(start + win-1) are needed h $j<$ start -1 can be removed.

Theorem 4.22 Algorithm 4.21 works correctly.
Proof Let $\alpha$ be a serial episode in $\mathcal{C}, j$ an integer such that $1 \leq j \leq|\alpha|$, and $A$ an event type, and consider a window on the input sequence. Denote by $m p t(a, j)$ the maximal time $t$ in the window such that the prefix of length $j$ of $\alpha$ occurs within the subsequence starting at time $t$ and ending at where the window ends. Consider the following invariants.

1. We have $\alpha$.initialized $[j]=0$, if the prefix does not occur in the window at all, or if $j<|\alpha|$ and $m p t(\alpha, j)=m p t(\alpha, j+1)$. Otherwise $\alpha$. initialized $[j]=\operatorname{mpt}(\alpha, j)$.
2. For each time $t$ in the window, we have $(\alpha, j) \in \operatorname{beginsat}(t)$ if and only if $\alpha$.initialized $[j]=t$.
3. The list waits $(A)$ consists of entries $(\alpha, j)$ such that $\alpha[j]=A$ and either $j=1$ or $\alpha$.initialized $[j-1] \neq 0$.
The first invariant holds trivially for the empty window in the beginning, as the data structures are initialized to zeros on line 4. Assume now that the data structures are correct for the window starting at start -1 , and consider the computation for the window starting at start. We show by induction that the computations are correct for all $j$. First, consider the case $j=1$. When a new event comes to the window, it is always the latest prefix of length $j=1$ for all episodes that start with the event type. The value of
$\alpha$. initialized $[1]$ is correctly set to start + win -1 for all such episodes $\alpha$ on lines 19 and 26 . Assume now that $j>1$, that $\alpha[j]$ comes into the window and that $\alpha$ initialized $[k]$ is correct for all $k<j$. Now $\operatorname{mpt}(\alpha, j)$ clearly equals the old value of $m p t(\alpha, j-1)$; the correct updates are done on lines 21 and 26 for $\alpha$. initialized $[j]$ and on line 23 for $\alpha$ - initialized $[j-1]$. Note that the value of $\alpha$.initialized $[j-1]$ is set to non-zero later if $m p t(\alpha, j-1)>\operatorname{mpt}(\alpha, j)$ Note also that when a prefix of length $l$ is not in the window anymore, $\alpha$.initialized $[l]$ is correctly set to zero on line 33 .

The second invariant holds also trivially in the beginning (line 9). Assuming that the data structures are correct for the window starting at start - 1 , the correct additions to beginsat are done on line 27 , and correct removals on line 22. (Removing lists beginsat $(t)$ with $t<$ start is not necessary.)
The third invariant holds for $j=1$ for the whole algorith m: the waits lists are set correctly on line 7, and they are not altered during the algorithm. For larger prefixes correct additions to the waits lists are made on lines 19 , 21 , and 28, and correct removals are made when $\alpha$.initialized $[j-1]$ becomes ero (lines 24 and 32).
Based on these invariants, the index of the window is correctly stored in $\alpha$.inwindow for the first of consecutive windows containing $\alpha$ (line 17), and a (line 31). Finally, the frequent episodes are correctly ond containg lines of the algorith.左

Analysis of time complexity For simplicity, suppose that the class of event types $R$ is fixed, and assume that exactly one event takes place every time unit. Assume candidate episodes are all of size $l$, and let $n$ be the length of the sequence. We go back to parallel episodes, and start the analysis from Algorith m 4.19.
Theorem 4.23 The time complexity of Algorith m 4.19 is $\mathcal{O}\left(\left(n+l^{2}\right)|\mathcal{C}|\right)$.
Proof Initialization takes time $\mathcal{O}\left(|\mathcal{C}| l^{2}\right)$. Consider now the number of the operations in the innermost loops, i.e., accesses to $\alpha$. event_count on lines 18 and 25. In the recognition phase there are $\mathcal{O}(n)$ shifts of the window. In each shift, one new event comes into the window, and one old event leaves the window. Thus, for any episode $\alpha, \alpha$.event_count is accessed at most twice during one shift. The cost of the recognition phase is thus $\mathcal{O}(n|\mathcal{C}|)$.

In practice the size $l$ of episodes is very small with respect to the size $n$ of the sequence, and the time required for the initialization can be safely neglected. For injective episodes we have the following tighter result.
Theorem 4.24 The time complexity of recognizing injective parallel episodes in Algorithm 4.19 (excluding initialization) is $\mathcal{O}\left(\frac{n}{w i n}|\mathcal{C}| l+n\right)$.

Proof Consider winsuccessive shifts of one time unit. During such sequence of shifts, each of the $|\mathcal{C}|$ candidate episodes $\alpha$ can undergo at most $2 l$ changes: any event type $A$ of $\alpha$ can have $A$.count increased to 1 and decreased to 0 at most once. This is due to the fact that after an event of type $A$ has come into the window, we have $A$.count $\geq 1$ for the next win time units. Reading the input takes time $n$.
Compare this to a trivial non-incremental method where the sequence is pre-processed into windows, and then frequent sets are searched for. The
time requirement for recognizing $|\mathcal{C}|$ candidate sets in $n$ windows, plus the time required to read in $n$ windows of size win, is $\mathcal{O}(n|\mathcal{C}| l+n \cdot w i n)$, i.e., larger by a factor of win.
Theorem 4.25 The time complexity of Algorithm 4.21 is $\mathcal{O}(n|\mathcal{C}| l)$.
Proof The initialization takes time $\mathcal{O}(|\mathcal{C}| l+w i n)$. In the recognition phase, again, there are $\mathcal{O}(n)$ shifts, and in each shift one event comes into the window and one event leaves the window. In one shift, the effort per an episode $\alpha$ depends on the number of automaton instances accessed; there are a maximum of $l$ instances for each episode. The worst-case time complexity is thus $\mathcal{O}(|\mathcal{C}| l+$ win $+n|\mathcal{C}| l)=\mathcal{O}(n|\mathcal{C}| l)$ (note that win is $\mathcal{O}(n)$ ).

The input sequence consists in the worst case of events of only one event ype, and the candidate serial episodes consist only of events of that particular type. Every shift of the window results now in an update in every automaton instance. This worst-case complexity is close to the complexity of the trivial non-incremental method $\mathcal{O}(n|\mathcal{C}| l+n \cdot w i n)$. In practical situations, however, the time requirement is considerably smaller, and we approach the savings obtained in the case of injective parallel episodes.
Theorem 4.26 The time complexity of recognizing injective serial episodes in Algorithm 4.21 (excluding initialization) is $\mathcal{O}(n|\mathcal{C}|)$.

Proof Each of the $\mathcal{O}(n)$ shifts can now affect at most two automaton instances for each episode: when an event comes into the window there can be a state transition in at most one instance, and at most one instance can be removed because the initializing event goes out of the window.

### 4.2.4 General partial orders

So far we have only discussed serial and parallel episodes. We now discuss briefly the use of other partial orders in episodes. The recognition of an arbitrary episode can be reduced to the recognition of a hierarchical combination of serial and parallel episodes. For example, episode $\gamma$ in Figure 4.4 is a Serial combination of two episodes: $\delta^{\prime}$, a parallel episode consisting of $A$ and $B$, and $\delta^{\prime \prime}$, an episode consisting of $C$ alone. The occurrence of an episode in a window can be tested using such hierarchical structure: to see whether
episode $\gamma$ occurs in a window one checks (using a method for serial episodes) whether $\delta^{\prime}$ and $\delta^{\prime \prime}$ occur in this order; to check the occurrence of $\delta^{\prime}$ one uses method for parallel episodes to verify whether $A$ and $B$ occur There are, however, some complications one hat to
First it is sometimes necessary to duplicate an event node to into account. position to serial and parallel episodes. Consider, for instance, the episode on the left in Figure 4.5. There is no hierarchical composition consisting only


Figure 4.4: Recursive composition of a complex episode.


Figure 4.5: Recursive composition of a complex episode.
of serial and parallel episodes. In the composite episode on the right, the node labeled $B$ has been duplicated. Such duplication works with injective episodes, but non-injective episodes need more complex methods. Another important aspect is that composite events have a duration, unlike the elementary events in $R$.

A practical alternative is to handle all episodes basically like parallel episodes, and to check the correct partial ordering only when all events are in the window. Parallel episodes can be located efficiently; after they have been found, checking the correct partial ordering is relatively fast.

Another interesting approach to the recognition of episodes is to use inverse structures. That is, for each frequent episode we store the identifiers of the windows in which the episode occurs. Then, in the recognition phase, for a candidate episode $\alpha$ we can compute the set of windows in which a occurs as the intersection of the sets of windows for two subepisodes of $\alpha$. This holds for all but serial episodes, for which some additional information is needed.

### 4.2.5 Rule generation

Once the frequent episodes and their frequencies are known, one can generate episodes rules, similar to association rules. An episode rule can state, for instance, that if there are events of types $A$ and $B$ in a window, then an
event of type $C$ is also in the window (parallel episode rule), or that if there are events $E$ and $G$ in the window and in that order, then an event of type $F$ is between them (serial episode rule). Serial episode rules can point forward or backward in time and, as illustrated by the example, the left-hand side can also have places that are filled by corresponding events on the right hand side. Episode rules can be generated from frequent episodes in the same way that association rules are generated from frequent sets. Extending the association rule methods to deal with multisets and ordered sets is fairly straightforward.

### 4.3 Experiments

We present experimental results obtained with two telecommunication network fault man agement databases. The first database $\mathbf{s}_{1}$ is a sequence of 73679 alarms covering a time period of 7 weeks. The time granularity is one second. There are 287 different types of alarms with very diverse frequencies and distributions. On the average there is an alarm every minute. The alarms tend, however, occur in bursts: in the extreme cases there are over 40 alarms in one second. We present results from experiments with serial episodes and injective parallel episodes, i.e., the opposite extreme cases of the complexity of the recognition phase.

Performance overview Tables 4.1 and 4.2 give an overview of the discovery of frequent episodes. In Table 4.1, serial episodes and injective parallel episodes have been discovered in $s_{1}$ with a fixed frequency threshold 0.003 and a varying window width; in Table 4.2, episodes have been discovered with a fixed window width of 60 seconds and a varying frequency threshold. These ranges for the parameter values have been given by experts of the alarm correlation domain.
The experiments show that the approach is efficient. Running times are between 5 seconds and 8 minutes, in which time hundreds of frequent episodes could bore robust in the sense that a chace any.

Quality of candidate generation Table 4.3 shows the number of candidate and frequent serial episodes per iteration, with frequency threshold 0.003 , and averaged over test runs with window widths $10,20,40,60,80,100$, and 120 seconds.
In the first iteration, for size 1 , all 287 event types have to be checked. The larger the episodes become, the more combinatorial information there exists to take advantage of. From size 4 up, over one half of the candidates turned out to be frequent

| Window <br> Width $(\mathrm{s})$ | Serial episodes <br> Count |  | Injective <br> Time $(\mathrm{s})$ |  | parallel lepisodes <br> Count |
| ---: | ---: | ---: | ---: | :---: | :---: |
| 10 | 16 | 31 | 10 |  |  |
| 20 | 31 | 63 | 17 |  |  |
| 40 | 57 | 117 | 33 |  |  |
| 60 | 87 | 186 | 96 |  |  |
| 80 | 145 | 271 | 95 |  |  |
| 100 | 245 | 372 | 13 |  |  |
| 120 | 359 | 478 | 189 |  |  |

Table 4.1: Results of experiments with $\mathbf{s}_{\mathbf{1}}$ using a fixed frequency threshold of 0.003 and a varying window width.

| Frequency threshold | Serial episodes |  | Injective parallel episodes |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Count | Time (s) | Count | Time (s) |
| 0.1 | 0 | 7 | 0 | 5 |
| 0.05 | 1 | 12 | 1 | 5 |
| 0.008 | 30 | 62 | 19 | 14 |
| 0.004 | 60 | 100 | 40 | 15 |
| 0.002 | 150 | 407 | 93 | 22 |
| 0.001 | 357 | 490 | 185 | 22 |

Table 4.2: Results of experiments with $\mathbf{s}_{1}$ using a fixed window width of 60 s and a varying frequency threshold

As can be seen from the table, a possible practical improvement is to combine iterations by generating candidate episodes for several iterations at once, and thus avoid reading the input sequence so many times. This pays off in the later iterations, where there are otherwise only few candidates to recognize, and where the match is good.

Scale-up We performed scale-up tests with 1 to 8 fold multiples of the sequence $s_{1}$, i.e., sequences with approximately 74000 to 590000 events. The results in Figure 4.6 show that the time requirement is linear with respect to the length of the input sequence, as could be expected from the analysis.

Incremental recognition We also tested the efficiency of the database pass, in particular the effect of the incremental recognition. Figure 4.7 presents the ratio of times needed for trivial vs. incremental recognition of candidate episodes. The time required to generate the windows for the trivial

| Episode <br> size $l$ | Number of <br> episodes <br> $287^{l}$ | Number of <br> candidate <br> episodes | Number of <br> frequent <br> episodes | Match |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 287 | 287.0 | 30.1 | $11 \%$ |
| 2 | 82369 | 1078.7 | 44.6 | $4 \%$ |
| 3 | $2 \cdot 10^{7}$ | 192.4 | 20.0 | $10 \%$ |
| 4 | $7 \cdot 10^{9}$ | 17.4 | 10.1 | $58 \%$ |
| 5 | $2.10^{12}$ | 7.1 | 5.3 | $74 \%$ |
| 6 | $6 \cdot 10^{14}$ | 4.7 | 2.9 | $61 \%$ |
| 7 | $2.10^{17}$ | 2.9 | 2.1 | $75 \%$ |
| 8 | $5.10^{19}$ | 2.1 | 1.7 | $80 \%$ |
| 9 | $1 \cdot 10^{22}$ | 1.7 | 1.4 | $83 \%$ |
| $10-$ |  | 17.4 | 16.0 | $92 \%$ |

Table 4.3: Number of candidate and frequent serial episodes in $\mathbf{s}_{1}$ with frequency threshold 0.003 and averaged over window widths $10,20,40,60,80$, 100 , and 120 s.


Figure 4.6: Scale-up results for serial episodes (dotted line) and injective parallel episodes (solid line) in $s_{1}$ with window width 60 s and frequency threshold 0.01


Figure 4.7: Ratio of times needed for trivial vs. incremental recognition methods in $\mathbf{s}_{1}$ for serial episodes (dotted line) and injective parallel episodes (solid line) as functions of window width.
method has been excluded from the results. The figure shows that the incremental methods are faster by a factor of $1-20$, roughly linearly with respect to the window width of $10-120$ seconds. This is consistent with the analysis of Algorithm 4.19: for injective parallel episodes the worst-case analysis gave a difference of a factor of win. The results indicate that the incremental recognition method is useful in practice also for non-injective serial episodes. To analyze the effect of the incremental recognition in more detail we conducted the following more controlled tests. We used an alarm database $s_{2}$ from a diferent network; this sequence contains 500 events covering a time ustead that one alarm had arrived in time unit. There are 119 event types and the number of their occurrences ranges from 1 to 817 . For these tests and the nu mber of their occurrences ranges from 1 to 817 . For these tests only injective parallel episodes.
Table 4.4 presents results of test runs with different window widths and frequency thresholds. Results about the efficiency with respect to the number of frequent episodes and candidates are similar to the ones obtained with sequence $s_{1}$. The frequency thresholds have in these experiments been higher since the data is dense: there is an event every time unit.
A central outcome of the analysis of the windowing methods was the effect of window width win on the time complexity. We examined it with tests where all other factors, in particular the candidate collection, were fixed. Our

| Window <br> width | Frequency <br> threshold | Candidate <br> episodes | Frequent <br> episodes | Time (s) |
| ---: | ---: | ---: | ---: | ---: |
| 10 | 0.05 | 444 | 84 | 16 |
| 20 | 0.10 | 463 | 161 | 27 |
| 40 | 0.20 | 632 | 346 | 71 |
| 60 | 0.30 | 767 | 488 | 84 |
| 80 | 0.40 | 841 | 581 | 112 |
| 100 | 0.50 | 755 | 529 | 90 |
| 120 | 0.60 | 578 | 397 | 49 |
| 160 | 0.70 | 633 | 479 | 64 |

Table 4.4: Results of experiments with sequence $\mathbf{s}_{2}$.


Figure 4.8: Time for the database pass over $\mathrm{s}_{2}$ as a function of the window width.
ollection of candidates consists of 385 episodes of sizes 1 to 11. Figure 4.8 presents total times for recognizing these candidates in the in put sequence $s_{2}$. Within window widths of 10 to 160 time units, the total time with the trivial method doubles from 400 to 800 seconds. With the incremental method the ime is in turn cut from 60 down to 10 seconds. The running time of the 700/win+5. These results moth the time complexity analysis diven earlier. In particular the time complexity of the trivial method is greater by a factor of the window width win: the approximating functions give a factor of 0.6 win The efficiency ratio was in these experiments better than in the experiments described earlier: the ratio ranges from 6 up to 80 .

## Chapter 5

## Minimal occurrences of episodes

In this chapter we describe an alternative approach to the discovery of episodes. Instead of looking at the windows and only considering whether an episode occurs in a window or not, we now look at the exact occurrences of episodes and the relationships between those occurrences. One of the advantages of this approach is that focusing on the occurrences of episodes allows us to more easily find rules with two window widths, one for the left-h and side and one for the whole rue, ss" hen $C$ follows within 30 seconds"
We give an introduction to the approach in Section 5.1. Sections 5.2 and 5.3 present the main ideas of the discovery of all frequent episodes and the rule generation, respectively. Finally, experiments are described in Section 5.4. In and we skip detailed proofs and algorithms.

### 5.1 Outline of the approach

The approach is based on minimal occurrences of episodes. Besides the new rule formulation, the use of minimal occurrences gives rise to the following new method for the recognition of episodes in the input sequence. For each frequent episode we store information about the locations of its minimal occurrences. In the recognition phase we can then compute the locations minimal occurrences of two subepisodes of $\alpha$. In addition to being simple and efficient, this formulation has the advantare that the confidences and frequencies of rules with a large number of different window widths can be obtained quickly, i.e., there is no need to rerun the analysis if one only wants to modify the window widths. In the case of complicated episodes, the time needed for recognizing the occurrence of an episode can be significant; the use

of stored minimal occurrences of episodes eliminates unnecessary repetition of the recognition effort
We identify minimal occurrences with their time intervals in the following way. Given an episode $\alpha$ and an event sequence $\mathbf{s}$, we say that the interval ( $t_{s}, t_{e}$ ) is a minimal occurrence of $\alpha$ in $\mathbf{s}$, if (1) $\alpha$ occurs in the window $\mathrm{w}=\left(w, l_{s}, l_{e}\right)$ on s , and if (2) a does not occur in any proper subwindow $t^{\prime} \leq t_{e}$, $e_{e} \leq \iota_{e}$, , on $(a)=\left\{\left[t, t_{e}\right) \mid\left[t, t_{t}\right)\right.$ is minimal occurrence of $\left.a\right\}$.

Example 5.1 Consider the episodes in Figure 5.1 (reproduced from Fig-
ure 3.2) and the event sequence $\mathbf{s}$ in Figure 5.2 (reproduced from Figure 3.2) and the event sequence $\mathbf{s}$ in Figure 5.2 (reproduced from Figre 4.1 ). The parallel episode $\beta$ consisting of event types $A$ and $B$ has
 $[35,39)$. [46, 51), [57, 62).

An episode rule is an expression $\beta\left[w n_{1}\right] \Rightarrow \alpha\left[w n_{2}\right]$, where $\beta$ and $\alpha$ are Ansodes such that $\beta \preceq \alpha$, and $w i n_{1}$ and win $_{2}$ are integers. The interpretation with $t_{e}-t_{s} \leq w i i_{1}$, then episode $\alpha$ occurs at interval $\left[t_{s}, t^{\prime}\right)$ for some $t^{\prime}$ such that $t_{e}^{\prime}-t_{s} \leq t_{s}$ n $_{2}$. Formally this can be expressed in the following way Given $w i_{1}$ and $\beta$ denote $m o_{w i n}(\beta)=\left\{\left[t_{s}, t_{e}\right) \in m o(\beta) \mid t_{e}-t_{s} \leq w i n_{1}\right\}$ Given $w i n_{1}$ and $\beta$, denote $m o_{\text {win }}(\beta)=\left\{\left[t_{s}, e_{e}\right) \in m o(\beta) \mid t_{e}-t_{s} \leq\right.$ win $\left._{1}\right\}$.
Further, given $\alpha$ and an interval $\left[u_{s}, u_{e}\right)$, define occ $\left(\alpha,\left[u_{s}, u_{e}\right)\right)=$ true if and Further, given $\alpha$ and an interval $\left[u_{s}, u_{e}\right)$, define occ $\left(\alpha,\left[u_{s}, u_{e}\right)\right)=$ true if and
and $u_{e}^{\prime} \leq u_{e}$. The confidence of an episode rule $\beta\left[\right.$ win $\left._{1}\right] \Rightarrow \alpha\left[\right.$ win $\left.{ }_{2}\right]$ is now $\frac{\left|\left\{\left[t_{s}, t_{e}\right) \in m o_{w i n_{1}}(\beta) \mid o c c\left(\alpha,\left[t_{s}, t_{s}+w i n_{2}\right)\right)\right\}\right|}{\left|m o_{w i n_{1}}(\beta)\right|}$.
Example 5.2 Continuing Example 5.1, we have, e.g., the following rules and confidences. For the rule $\beta[3] \Rightarrow \gamma[4]$ we have three minimal occurrences $[35,38),[46,48),[57,60)$ of $\beta$ of width at most 3 in the denominator. Only one of them, $[35,38$ ), has an occurrence of $\alpha$ within width 4 , so the confidence is $1 / 3$. For the rule $\beta[3] \Rightarrow \gamma[5]$ the confidence is 1 .
Since in a rule $\beta\left[\mathrm{win}_{1}\right] \Rightarrow \alpha\left[\mathrm{win}_{2}\right]$ episode $\beta$ is a subepisode of $\alpha$, the rule right-hand side $\alpha$ contains information about the relative location of each event in the rule. Thus the "new" events in the rule right-hand side can actually be required to be positioned, e.g., between events in the leftrelationship between the intervals. For instance, rules that point backwal elationshp betw in is. in time can ne case
In the previous chapter we defined the frequency of an episode as the fraction of windows that contain the episode. While frequency has a nice interpretation as the probability that a randomly chosen window contains the episode, the concept is not very useful with minimal occurrences: (1) there is no fixed window size, and (2) a window may contain several minimal is no fixed window size, and (2) a window may contain several minimal the number of minimal occurrences of an episode: the support of an episode $\alpha$ in a given event sequence s is $|m o(\alpha)|$. Similarily to a frequency threshold, we now use a threshold for the support: given a support threshold min_sup, an episode $\alpha$ is frequent if $|m o(\alpha)| \geq$ min_sup.
The current episode rule discovery task can now be stated as follows. Given an event sequence $\mathbf{s}$, a class $\mathcal{E}$ of episodes, and a set $W$ of time bounds, find all frequent episode rules of the form $\beta\left[w i n_{1}\right] \Rightarrow \alpha\left[\right.$ win $\left._{2}\right]$, where $\beta, \alpha \in \mathcal{E}$ and $w i n_{1}, w i n_{2} \in W$.

### 5.2 Finding minimal occurrences of episodes

In this section we describe algorithms that locate the minimal occurrences of frequent serial and parallel episodes. Let us start with some observations about the basic properties of episodes. Lemma 4.12 still holds: the subepisodes of a frequent episode are frequent. Thus we can use the main algorithm (Algorithm 4.13) and the candidate generation (Algorithm 4.14) as they are. We also have results about the minimal occurrences of an episode containing minimal occurrences of its subepisodes.

Lemma 5.3 Assume $\alpha$ is an episode and $\beta \preceq \alpha$ is its su bepisode. If $\left[t_{s}, t_{e}\right) \in$ $m o(\alpha)$, then $\beta$ occurs in $\left[t_{s}, t_{e}\right)$ and hence there is an interval $\left[u_{s}, u_{e}\right) \in m o(\beta)$ such that $t_{s} \leq u_{s} \leq u_{e} \leq t_{e}$.
Lemma 5.4 Let $\alpha$ be a serial episode of size $k$, and let $\left[t_{s}, t_{e}\right) \in m o(\alpha)$. Then there are subepisodes $\alpha_{1}$ and $\alpha_{2}$ of $\alpha$ of size $k-1$ such that $\left[t_{s}, t_{e}^{1}\right) \in m o\left(\alpha_{1}\right)$ for some $t_{e}^{1}<t_{e}$ and $\left[t_{s}^{2}, t_{e}\right) \in m o\left(\alpha_{2}\right)$ for some $t_{s}^{2}>t_{s}$.

Lemma 5.5 Let $\alpha$ be a parallel episode of size $k$, and let $\left[t_{s}, t_{e}\right) \in \operatorname{mo}(\alpha)$. Then there are subepisodes $\alpha_{1}$ and $\alpha_{2}$ of $\alpha$ of size $k-1$ such that $\left[t_{s}^{1}, t_{e}^{1}\right) \in$ $m o\left(\alpha_{1}\right)$ and $\left[t_{s}^{2}, t_{e}^{2}\right) \in m o\left(\alpha_{2}\right)$ for some $t_{s}^{1}, t_{e}^{1}, t_{s}^{2}, t_{e}^{2} \in\left[t_{s}, t_{e}\right]$, and furthermore $t_{s}=\min \left\{t_{s}^{1}, t_{s}^{2}\right\}$ and $t_{e}=\max \left\{t_{e}^{1}, t_{e}^{2}\right\}$.

The minimal occurrences of a candidate episode $\alpha$ are located in the following way. In the first iteration of the main algorithm, $m o(\alpha)$ is computed from the input sequence for all episodes $\alpha$ of size 1 . In the rest of the iterations, the minimal occurrences of a candidate $\alpha$ are located by first selecting two suitable subepisodes $\alpha_{1}$ and $\alpha_{2}$ of $\alpha$, and then computing a temporal join between the minimal occurrences of $\alpha_{1}$ and $\alpha_{2}$, in the spirit of Lemmas 5.4 and 5.5

To be more specific, for serial episodes the two subepisodes are selected so that $\alpha_{1}$ contains all events except the last one and $\alpha_{2}$ in turn contains all except the first one. The minimal occurrences of $\alpha$ are then found with the following specification:

$$
\begin{aligned}
m o(\alpha)=\left\{\left[t_{s}, u_{e}\right) \mid\right. & \text { there are }\left[t_{s}, t_{e}\right) \in m o\left(\alpha_{1}\right) \text { and } \\
& {\left[u_{s}, u_{e}\right) \in m o\left(\alpha_{2}\right) \text { such that } t_{s}<u_{s}, } \\
& \left.t_{e}<u_{e}, \text { and }\left[t_{s}, u_{e}\right) \text { is minimal }\right\} .
\end{aligned}
$$

For parallel episodes, the subepisodes $\alpha_{1}$ and $\alpha_{2}$ contain all events except one; the omitted events must be different. See Lemma 5.5 for the idea of how
to compute the minimal occurrences of $\alpha$. to compute the minimal occurrences of $\alpha$.

The minimal occurrences of a candidate episode $\alpha$ can be fou nd in a linear pass over the minimal occurrences of the selected subepisodes $\alpha_{1}$ and $\alpha_{2}$. The time required for one candidate is thus $\mathcal{O}\left(\left|m o\left(\alpha_{1}\right)\right|+\left|m o\left(\alpha_{2}\right)\right|+|m o(\alpha)|\right)$,
which is $\mathcal{O}(n)$, where $n$ is the length of the event sequence which is $\mathcal{O}(n)$, where $n$ is the length of the event sequence. To optimize he running time, $\alpha_{1}$ and $\alpha_{2}$ can be selected so that $\left|m o\left(\alpha_{1}\right)\right|+\left|m o\left(\alpha_{2}\right)\right|$ is rimized.
The space requirement of the algorithm is $\sum_{i} \sum_{\alpha \in \mathcal{F}_{i}}|m o(\alpha)|$, assuming the minimal occurrences of all frequent episodes are stored, or as $\max _{i}\left(\sum_{\alpha \in \mathcal{F}_{i} \cup \mathcal{F}_{i+1}}|m o(\alpha)|\right)$, if only the current and next levels of minimal occurrences are stored. The size of $\sum_{\alpha \in \mathcal{F}_{1}}|m o(\alpha)|$ is bounded by $n$, the
number of events in the input sequence, as each event in the sequence is minimal occurrence of an episode of size 1 . In the second iteration, an event
in the input sequence can start at most $\left|\mathcal{F}_{1}\right|$ minimal occurrences of episodes of size 2 . The space complexity of the second iteration is thus $\mathcal{O}\left(\left|\mathcal{F}_{1}\right| n\right)$.
While minimal occurrences of episodes can be located quite efficiently from minimal occurrences, the size of the data structures can be even larger than the original database, especially in the first couple of iterations. A practical solution is to use in the beginning other pattern matching methods, e.g., similar to the ones described in Section 4.2, to locate the minimal occurrences.

### 5.3 Finding confidences of rules

We now show how the information about minimal occurrences of frequent episodes can be used to obtain confidences for various types of episode rules without looking at the data again.

Recall that we defined an episode rule as an expression $\beta\left[w i n_{1}\right] \Rightarrow$ $\alpha\left[w i n_{2}\right]$, where $\beta$ and $\alpha$ are episodes such that $\beta \preceq \alpha$, and $w i n_{1}$ and $w i n_{2}$ are integers. To find such rules, first note that for the rule to be frequent, the episode $\alpha$ has to be frequent. So rules of the above form can be enumerated by looking at all frequent episodes $\alpha$, and then looking at all subepisodes $\beta$ of $\alpha$. The evaluation of the confidence of the rule $\beta\left[w i n_{1}\right] \Rightarrow \alpha\left[w i n_{2}\right]$ can be done in one pass through the structures $m o(\beta)$ and $m o(\alpha)$, as follows.

For each $\left[t_{s}, t_{e}\right) \in m o(\beta)$ with $t_{e}-t_{s} \leq w i n_{1}$, locate the minimal occurrence $\left[u_{s}, u_{e}\right)$ of $\alpha$ such that $t_{s} \leq u_{s}$ and $\left[u_{s}, u_{e}\right)$ is the first interval in $m o(\alpha)$ with this property. Then check whether $u_{e}-t_{s} \leq$ win $n_{2}$.

The time complexity of the confidence computation for a given episode and given time bounds $w i n_{1}$ and win $n_{2}$ is $\mathcal{O}(|m o(\beta)|+|m o(\alpha)|)$. The confidences for all $w i n_{1}$, win $n_{2}$ in the set $W$ of time bounds can be found, using a table of size $|W|^{2}$, in time $\mathcal{O}\left(|m o(\beta)|+|m o(\alpha)|+|W|^{2}\right)$. For reasons of brevity we omit the details.

| min_sup | Number of frequent episodes and informative rules |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 15, 30 |  | Time bounds $W$ (s)30.6060.120 |  |  |  |  |  |
|  |  |  | 15, 30, 60, 120 |
| 50 | 1131 | 617 |  |  |  |  | 2278 | 1982 | 5899 | 7659 | 5899 | 14205 |
| 100 | 418 | 217 | 739 | 642 | 1676 | 2191 | 1676 | 3969 |
| 250 | 111 | 57 | 160 | 134 | 289 | 375 | 289 | 611 |
| 500 | 46 | 21 | 59 | 49 | 80 | 87 | 80 | 138 |

Table 5.1: Experimental results: number of episodes and rules

| min_sup | Execution times (s) |  |  |  |
| ---: | ---: | ---: | ---: | :---: |
|  | Time bounds $W(\mathrm{~s})$ |  |  |  |
|  | 15,30 | 30,60 | 60,120 |  |
| 50 | 158 | 210 | 274 |  |
| 100 | 80 | 87 | 103 |  |
| 250 | 56 | 56 | 59 |  |
| 500 | 50 | 51 | 51 |  |

Table 5.2: Experimental results: execution times

### 5.4 Experimental results

We have experimented with the methods using as test data a part of the WWW server log from the Department of Computer Science at the University of Helsinki. The log contains requests to see WWW pages at the department's server; such requests can be made by WWW browsers at any host in the Internet
An event in the log can be seen as consisting of the attributes page, host, and time. The number of events in our data set is 116308 , and it covers three weeks in February and March, 1996. In total, 7634 different pages are referred to from 11635 hosts. Requests for images have been excluded from consideration. For simplicity, we only considered the page and time inrelated requests contributing to the minimal occurrences.
We experimented with support thresholds min_sup between 50 and 500 , and with time bounds between 15 s and 2 min . In three cases we used two time bounds, and in one case we searched simultaneously for all combinations of four time bounds in W. Episode rules discovered with these parameters should reveal the paths through which people n avigate when they know where they want to go.
Table 5.1 shows the number of frequent episodes and the number of inTable 5.1 shows the number of frequent episodes and the number of in-
formative rules with confidence at least 0.2 . (A rule $\beta\left[w i n_{1}\right] \Rightarrow \alpha\left[w i_{2}\right]$ formative rules with confidence at least 0.2 . (A rule $\beta\left[w_{i} i_{1}\right] \Rightarrow \alpha\left[\mathrm{win}_{2}\right]$
is considered informative if its confidence is higher than the confidence of all the rules $\beta\left[\right.$ win $\left._{1}^{\prime}\right] \Rightarrow \alpha\left[w i n_{2}^{\prime}\right]$ with $w i n_{1}^{\prime}>$ win $_{1}$, or $w i n_{1}^{\prime}=$ win $_{1}$ and win $_{2}^{\prime}<$ win $_{2}$.)

The number of frequent episodes is in the range from 40 to 6000 , and it seems to grow rather fast when the support threshold becomes lower. Our data is relatively dense, and therefore the effect of the time bounds on the nu mber of frequent episodes is roughly linear. The largest frequent episodes consist of 7 events. Note that the method is robust in the sense that a change in one parameter extends or shrinks the collection of frequent episodes but does not replace any.

Table 5.2 shows the execution times for the experiments on a PC $(90 \mathrm{MHz}$ Pentium, 32 MB memory, Linux operating system). The data resided in a 3.0 MB flat text file. The execution times are between 50 s and 5 min . Note, in particular, that searching for episodes with several different time bounds (the right-most columns in the tables) is as fast as searching for episodes with only the largest time bound. Minimal occurrences are thus a very suitable epresentation for queries with different time bounds.

Following are some examples of the episode rules found (we use the titles of the pages here, or their English translations, which should be selfexplanatory). All these rules show users going down in the hierarchy or pages

- "Department Home Page", "Spring term 96 " $[15 \mathrm{~s}] \Rightarrow$ "Classes in spring $96 "$ [ 30 s ] (confidence 0.83 ). In other words, in $83 \%$ of the cases where the departmental home page and the spring term page had been accessed within 15 seconds, the classes page was requested within 30 seconds (that is, within 30 seconds from the request for the departmental home page).
- "Research at the department" $\Rightarrow$ "Staff of the department" $[2 \mathrm{~min}]$ confidence 0.29 ). (There is no time bound for the left-hand side since there is only one event.)
- "Department Home Page", "Department Home Page in Finnish", "Classes in spring 96 ", "Basic courses" $[15 \mathrm{~s}] \Rightarrow$ "Introduction to Document Preparation (IDP)", "IDP Course Description", "IDP Exercises" [ 2 min ] (confidence 0.42).
Experiments with the alarm data set $s_{1}$ of Chapter 4 show that-with comparable parameters-the present method is as fast or faster. The new nethod has, however, two important advantages: the rule formalism is more useful, and rules with several different time bounds can be found with the same effort


### 5.5 Bibliographic notes

Most data mining and machine learning techniques are adapted towards the analysis of unordered collections of data. However, there are important application areas where the data to be analyzed has an inherent sequential structure. Examples of such data are telecommunications network alarms, ent illnesses, etc. Recently interest in knowledge discovery from sequences f events has increased: see, eg. $[17,56,87,69,8]$. Episodes were introduced in [64], but the first formulations and results on the discovery of parallel episodes were presented already in [63]. Applications of the methods have been described in $[38,39]$. A similar approach to the automatic acquisition of
network management knowledge from the existing data has been presented in [31].
Many ideas, for instance the candidate generation method, stem from the discovery of frequent sets and association rules. Various extensions to association rules apply directly or with minor modifications to episodes, too. For instance, these methods can be extended with an event taxonomy by a direct application of the similar extensions to association rules [37, 40, 81] See Section 2.7 for extensions and work related to association rules.
Technical problems related to the recognition of episodes have been reof the in several fields. Taking advant age of the slowly changing contents or he group of recer eve has match problem in production system interpreters [24] Also comparable trategies using a sliding window have been used, of to study the locality of reference in virtual memory [16]. Our setting differs from these in that our window is a queue with the special property that we know in advance when an event will leave the window; this knowledge is used in the recognition an event will leave the window; this knowledge is used in the recognition
of serial episodes. In the algorithm utilizing minimal occurrences, we take advantage of the fact that we know where subepisodes of candidates have occurred.

The recent work on sequence data in databases (see [78]) provides interesting openings towards the use of database techniques in the processing of queries on sequences. A problem similar to the computation of frequencies occurs also in the area of active databases. There triggers can be specified as composite events, somewhat similar to episodes. In [28] it is shown how finite automata can be constructed from composite events to recognize when a trigger should be fired. This method is not practical for episodes since the deterministic automata could be very large.
The methods for matching sets of episodes against a sequence have some similarities to the algorithms used in string matching (e.g., [32]). In particular, recognizing serial episodes in a sequence can be seen as locating all occurrences of subsequences, or matches of patterns with variable length don't care symbols, where the length of the occurrences is limited by the window width. Learning from a set of sequences has received considerable interest in the field of bioinformatics, where an interesting problem is the discovery of patterns common to a set of related protein or amino acid sewith fixed length don't care symbls [46] Closer to our patterns are those considered in [87]. The describe algorithm finds patterns that are inilar to serial episodes; however, the patterns have a given minimum length, and the occurrences can be within a piven edit distance. Recent results on the pattern matching aspects of recognizing episodes can be found in [12].

The work most closely related to ours is perhaps [4]. There multiple sequences are searched for patterns that are similar to the serial episodes with
some extra restrictions and an event taxonomy. More recently, the pattern class has been extended with windowing, some extra time constraints, and an event taxonomy [83].-For a survey on patterns in sequential data, see [56]. In stochastics, event sequence data is often called a marked point process [48]. It should be noted that traditional methods for analyzing marked point processes are ill suited for the cases where the number of event types is large
There are also some interesting similarities between the discovery of freThere are also some interesting similarities between the discovery of fre-
quent episodes and the work done on inductive logic programming, ILP (see, e.g., [70]); a noticeable difference is caused by the sequentiality of the unling data model, and the emphasis on time-limite [14 15, 00 . The steps proble The class of pattens discoben.
The class of patterns discovered can be easily modified in several direcions. First, the methods can be used to an alyze several sequences. If the sequences are short and windowing is not meaningful, simpler database passes are sufficient. If windowing is used there is actually a variety of choices for
the definition of frequency of an episode in a set of sequences. Second, other windowing strategies could be used, e.g., considering only windows starting every win' time units for some $w i n^{\prime}$, or windows starting from every event, or for a serial episode with event types $A$ and $B$, in this order, only windows starting with an event of type $A$ could be taken into account. The use of minimal occurrences is actually an extension similar to this last idea. Third, other patterns could be searched for, e.g., substrings with fixed length don't care symbols.

Perhaps the most important extensions to the framework are facilities for ule querying and compilation, i.e., methods by which the user could specify the episode class in high-level language and the definition would automatically be compiled into a specialization of the algorith m that would take advantage of the restrictions on the episode class. Other open problems include the combination of episode techniques with intensity models.

## Chapter 6

## The knowledge discovery process

The process of knowledge discovery aims at the discovery of useful and interesting knowledge. In the alarm analysis, the task of finding frequent episodes in the alarm data is only a part of the KDD process, although a central one. In this chapter we discuss the KDD process in the context of this particular application. We also look at TASA, Telecommunication Alarm Sequence Analyzer, a system for discovering knowledge from telecommunication network alarm databases, and see how it supports the process.

### 6.1 A KDD framework

In the field of data mining or exploratory data analysis the goal is to discover previously unknown information. That is why it can be hard, or even impossible, to specify beforehand, what is interesting. This is particularly true with telecommunication alarms, because the networks are continuously updated. We concentrate here on subjective interestingness, and describe one way of trying to discover the most useful and interesting patterns. (Some simple objective interestingness measures were briefly considered in Secsimple of
tion 2.5.)

A KDD process, at a coarse level, consists of the following phases:

1. Understanding the domain
2. Collecting and cleaning data (selection, transformations etc.).
3. Discovery of patterns.
4. Presentation of the results.
5. Interpretation and utilization of the results.

We follow these general steps, with two distinctive characteristics:

1. In the pattern discovery phase, we aim to find all potentially interesting (= frequent) patterns according to rather loose riteria for frequency and confidence.
2. In the presentation phase, the discovered patterns can be explored iteratively and interactively
Our motivation for discovering a lot of rules at once is that network management experts' requests for different viewpoints to the data can then be responded very quickly: a new pattern discovery phase is not necessary, but simply a new view to the already discovered patterns. By producing all rules at once different views on the data can be created very efficiently in the presentation phase. The idea is that the frequency and confidence thresholds esting ones. The decision of what is interesting is for the most part left to the domain expert to explore.

We next discuss the data preparation, presentation, and utilization phases of the KDD process.

### 6.2 Collecting and cleaning the data

The first step in the KDD process is collecting and cleaning the data. In some domains this step can take up to $80 \%$ of the total time needed. In our application the information is already collected to the alarm log, and the data is usually of high quality.

Some problems still remain. One is related to the fact that the time tamps of the alarms are not reliable: there can be differences of up to 35 minutes in the synchronization of the clocks. As our goal is to locate egularities that are intimately connected to the temporal aspects of alarms, such errors are problematic. Parallel episodes are reasonably robust with espect to changes in the order of the alarms, but a more general solution would be to use preliminary data analysis for locating which components of the network are likely to have erroneous clocks.

Data transformations take a good deal of time: alarms need to be exported from a fault management database, the appropriate attributes have to be selected, and the data needs to be saved in a form suitable for input for TASA. Selection or relevant atributes is not such a trival task as it might eresting but there re other alternatives one should consider. For instance, one can derive a new set of event types by concatenating the information about the alarm type and the network element that sent the alarm. The new events can then look something like 1234 EL1, meaning that element EL1 sent an alarm of type 1234. Frequent episodes now show connections
between alarms from individual elements, e.g., that an alarm 1234 from EL1 is followed by an alarm 3333 from network element EL43. It is useful to try several such variations of the data set, as they give different views to the data and result in partially different findings.
We use the term alarm predicate to refer to the (properties of) alarms. Episodes can be discovered in sequences of alarm predicates, where the predicate considered can express the type of the alarm, or some other (combinations) of properties. Association rules can be searched for in unordered collections of alarms, if alarms are seen as rows and alarm predicates as items. For episode rules, the type of the alarm and the sender of the alarm are the most typical predicates. For association rules we consider also predicates ccurred dorig of bours or not etc.
The task of cquiring the required
le tequired backgrou nd knowledge is in our case fairly easy. The background knowledge consists mostly of information about the network topology: how the network elements are connected and which subelements they contain. Additionally, the types of the network elements
form an inheritance hierarchy that is useful in classifying and presenting the rules. This information is readily available from the telecommunication operators.

### 6.3 Presentation of results using templates

The presentation of discovered knowledge is a main part of this methodology. In this phase the interesting patterns should be located in large collections of potentially interesting patterns. But what is interesting? How to define it? Many of the patterns discovered in the alarm data are trivial or uninteresting for the network managers:

- A rule can correspond to prior knowledge or expectations. For instance, we might know from the network implementation that if an element sends an alarm $A$, it will also send an explanatory notice $B$.
- A rule can refer to uninteresting attributes or attribute combinations. If the user is trouble shooting a particular network element, then rules about unrelated parts of the network are probably not useful.
- Rules can be redundant. Rules may contain alarms of different abstraction levels but actually referring to the same fault.
For the most part, what is interesting depends on the case, and is highly based on the user's personal aims and perspective. Knowledge trivial to one expert may not be trivial to another, but with proper tools each expert may filter the rule collection based on his personal background knowledge, and to correspond to his current needs.

We now present methods for exploring large sets of association and episode rules. In TASA, the user can manipulate the set of patterns using selection and ranking operations, as well as more complex operations for including or excluding certain classes of rules. TASA supports the following types of operations:

1. Focusing: presentation only of a subset of rules, according to the templates the user specifies (see below).
2. Sorting or ranking of rules according to simple objective measures.
3. Clustering: grouping of rules into clusters of rules that have similar effects in the analyzed data set.

In TASA, rules can be selected or rejected from the view by templates, simple but powerful pattern expressions.
Definition 6.1 We define templates as regular expressions that describe, in terms of alarm predicates, the form of rules that are to be shown or not shown. More formally, a template is an expression $A_{1}, \ldots, A_{k} \Rightarrow A_{k+1}, \ldots, A_{l}$, where each $A_{i}$ is either an alarm predicate, the name of an alarm predicate collec-
tion, or an expression $C+$ or $C *$, where $C$ is a collection name. Here $C+$ and $C$ correspond to $C$ or $C *$, where $C$ is a collection name. Here $C+$ and $C$ respectively, $A$ rule $B_{1} \quad B_{n} \Rightarrow B_{n} \quad B_{n}$ matches a template if $C$, respectively. A rule $B_{1}, \ldots, B_{m} \Rightarrow B_{m+1}, \ldots, B_{n}$ mate template if Wie rule can be considered to be an instance of the pattern
and what is not. To be interesting, a rule has to match a selective intersting and what is not. To be interesting, a rule has to match a selective template.
If a rule, however, matches a rejective template, it is considered uninteresting. If a rule, however, matches a rejective template, it is considered uninteresting. To be presented to the user, a rule must be considered interesting-i.e. match
one of the selective templates-and it must not be uninteresting-i.e. not match with any of the unselective templates.

Figure 6.1 shows the user interface to templates as implemented in TASA. Templates are specified using separate fields for the rule left-hand and righthand sides. In addition to templates, additional bounds can be set, e.g., for frequency, confidence, and number of alarms in one rule. We next describe some illustrative scenarios that utilizing these ideas.
Example 6.2 Focus can be set to, e.g., day-time alarms by selecting only association rules that contain the predicate "office hours = yes". Or, episode rules containing alarms from separate subnetworks can be obtained by using
templates th at reject all rules where the senders are in the same subnetwork. The template concept can be combined with thresholds for rule frequency, confidence, and significance (see Section 2.5). The user may state restrictions such as "rule frequency must be between $5 \%$ and $30 \%$ ", "rule confidence must be at least $80 \%$ ", and "rule significance must be over 0.95 ". In this


Figure 6.1: Rule Viewing window of TASA: template specification panel on he left, selected rules on the right
case the user filters out very rare and reasonably frequent rules, and further on selects only those that are both strong and significant.
Example 6.3 As an example of how the system can be used for off-line Example 6.3 As an example of how the system can be used for off-line
network surveillance, consider the following typical scenario. Assume the network manager has used TASA to discover association rules for the current month. First he might want to see what the alarms have been like during he current week, say week 30 , so he uses a The number of selected rules in side
The number of selected rules is still very large. The network manager decides to restrict the rule right-hand side to only contain one predicate, and Looking at the selected rules, he sees
ype $=$ connection failure" with confidence 0.12 "if week $=30$ then alarm
usually large fraction of alarms during the week has been of type connection failure. To see in more detail what the alarms have been like, he refines the template and selects rules with "week $=30$ and alarm type $=$ connection failure" as the left-hand side
Looking at the new set of selected rules, the network manager sees that a lot of rules concern the network element EL1. That reminds him of maintenance undertaken in the beginning of the week that explains those rules. To remove the rules, he applies a rejective template with the predicate "network element = ELL" .
The resulting set of rules shows nothing special, but just to make sure the network manager wants to compare the rules with the corresponding rules from some previous week. He opens a copy of the window, and changes the first template to "week $=29$ ". If there is anything special or interesting, the

Clustering of rules aims at giving a larger picture of the behavior of the alarm sequence. In the data there are often various explanations for the occurrence of a particular alarm type, say path unavailable. Clustering the occurrence of a particular alarm type, say path unavailable. Clustering methods can be used to assign rules to groups so that two rules with the right-
hand side path unavailable belong to the same cluster if they often explain or predict path unavailable in similar situations. This can be useful in pointing out potentially related rules.

In addition to looking and manipulating the discovered knowledge, the users want to be able to use several types of views into the data. They want to see the discovered knowledge, but they also want to be able to see how that knowledge is actually supported by the original data. TASA links rules, alarms, and data together by hyperlinks.

Visualization of information is obviously an important part of KDD appications. For this the TASA system offers some simple facilities. As an example, consider the confidence of a rule. It is only a crude measure of how well the rule manages to predict the occurrence of the right-hand side, and a more complete picture of the interaction between the left and right-hand sides of a rule can be obtained by simply drawing a histogram showing the distance from each occurrence of the left-h and side to the nearest occurrence of the right-hand side. Such histograms are valuable guides for locating possible periodic relationships between the left and right-hand sides, as is demonstrated by Figure 6.2.
6.4 Experiences with TASA, episodes, and associations

Different versions of TASA have been in prototype use in four telecommuniction companies since the beginning of 1995. TASA has been found useful
estimated role. The usability of an early version of TASA was tested in the usability laboratory of the Helsinki University of Technology. The tests contained, e.g., user tests taken by four fault management experts from telecommunication companies. In the tests, TASA was generally acknowledged as appealing. On the other hand, first-time users were unfamiliar with many concepts from the knowledge discovery field. Despite these problems with the terminology, the system as a whole got encouraging comments.

Overall, TASA has been considered useful. Episode rules are being used as first drafts of correlation rules, whereas association rules are more typically used for creating short-term overviews in off-line network surveillance. Telecommunication operators are integrating these methods to their alarm analysis and surveillance systems.

### 6.5 Bibliographic notes

The problem of locating a small set of truly interesting information is a generic problem in data mining (see, e.g., [74]): it is hard to know which aspects of the discovered knowledge really interest the user. Kloesgen [53], for instance, defines a number of criteria for interestingness, following the ones presented in [25]: evidence (statistical significance), non-redundancy, novelty (deviation from prior knowledge), simplicity (syntactical complexity of a finding), and generality (the fraction of the population the finding refers to).
The idea of discovering a large number of potentially interesting patterns can be contrasted with numerous methods, e.g., in machine learning, which are more focused and produce one or at most few patterns that match the given problem specification. These methods usually require that the searched
or learned subject is quite carefully described in advance, and they leave any other potentially interesting phenomena hidden. The advantage of these systems is that the patterns they find are more expresive than the relatively imple association and episode rules, and focusing the pattern discovery is simple association and thus more important.
TASA uses association and episode rules, but the basic idea-iteration in the pattern presentation phase-can be applied to any formalisms that have some similar properties as association and episode rules:

- There is an algorithm that produces lots of potentially interesting patterns.
The time requirement for discovering all potentially interesting patterns - The time requirement for discovering all potentially interesting patterns
is not considerably longer than if the discovery was focused to a small is not considerably longer than if the discover
subset of the potentially interesting patterns.
- The desired focus is not known definitely in advance.

This approach which allows the user to set the focus, and where the user has a total, explicit control over the resulting rule set, is in many ways similar to the declarative language bias used by some ILP (Inductive Logic Programming) systems, e.g., Claudien [76]. In ILP systems, however, the focus (bias) is usually set before the discovery.
Templates were introduced in [52]. In the Explora system, Hoschka and Kloesgen [41] already have used patterns similar to templates for defining what is interesting, and their ideas have influenced the work on templates. Their approach is based on few fixed statement types and a partial ordering attributes, whereas templates are closer to regular expressions.
Somed the user has found the desired focus with the described methods. Automatic pruning, ordeng, and structuri for for red rendancy
A method for pruning a set of strong association
A method for pruning a set of strong in [85]. The or episode rules by emoving redundancy has been presented in $[85]$. The method is based on
computing a rule cover. A rule cover is a subset of rules that has predictive computing a rule cover. A rule cover is a subset of rules that has predictive power equal to the original set of rules, in the sense that whenever a rule of
the original set mathces a row, then there is a rule in the cover that matches the row.

An approximate order of interestingness could be assigned to the discovered rules by giving weights to templates: positive weights to selective emplates and negative weights to rejective templates. The ranking of rules would then correspond to the sum of weights of matched templates.

Clustering has been proposed as a method for structuring a set of associion or episode rules [85]. The idea is to take rules with the same right-hand side, and to group the rules so that rules in the same cluster tend to match the same cases in the database. Clustering of rules has a remote connection to clustering of database rows. The approaches taken by other KDD systems include, e.g., the following.
Explora $[41,53]$ finds interesting instances of statistical patterns. In Explora, the pattern discovery phase is focused by the user. The system selects and presents the best patterns to the user, and, based on the results, the user can change the focus and repeat the pattern discovery. The patterns discovered by 49 er [89] are contingency tables, equations, and logical equivalences. The user can interactively change the focus, e.g., independent and dependent (Kefir) $[65,75]$ discovers and and pattern discovery. The Key Finding Reporter (Kefir) $[65,75]$ discovers and explains deviations, and gives recommendations for correctge to actions. Ap the interstingness criteria e mective actions, f the domain. Given a databse from the domain, a Kefir-based application produces a report of the deviations without iteration

## Chapter 7

## Discovery of all frequent patterns

In this part we consider a generalization of the problems of discovering all frequent sets or all frequent episodes. The problem we look at is the following: given a set of patterns, a selection criterion, and a database, find those patterns that satisfy the criterion in the database. In this chapter we present a framework for this problem and give a generic levelwise algorithm for solving it, e.g., in the case where the selection criterion is based on the frequency of patterns. We then analyze the algorithm and the problem in Chapter 8 .
We start this chapter by describing the discovery task in Section 7.1. We give an algorithm for this task in Section 7.2 . In Section 7.3 we give examples
of the setting in various knowledge discovery tasks, and we show that, inof the setting in various knowledge discovery tasks, and we show that, instead of frequency, other criteria can be used for selecting rules. Finally, in Section 7.4, we outline an extension of the setting and the algorithm for
discovery in several database states.

### 7.1 The discovery task

We start by defining the knowledge discovery setting we consider in this chapter. Given a set of patterns, i.e., a class of expressions about databases, and a predicate to evaluate whether a database satisfies a pattern, the task is to determine which patterns are satisfied by a given database.

Definition 7.1 Assume that $\mathcal{P}$ is a set and $q$ is a predicate $q: \mathcal{P} \times$ $\{\mathbf{r} \mid \mathbf{r}$ is a database $\} \rightarrow\{$ true, false $\}$. Elements of $\mathcal{P}$ are called patterns and $q$ is a selection criterion over $\mathcal{P}$. Given a pattern $\varphi$ in $\mathcal{P}$ and a database $\mathbf{r}$, we say that $\varphi$ is selected if $q(\varphi, \mathbf{r})$ is true. Since the selection criterion is often based on the frequency of the pattern, we use the term frequent as a
synonym for "selected". Given a database $\mathbf{r}$, the theory $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ of $\mathbf{r}$ with respect to $\mathcal{P}$ and $q$ is $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)=\{\varphi \in \mathcal{P} \mid q(\varphi, \mathbf{r})$ is true $\}$

## ㅁ

Example 7.2 The problem of finding all frequent item sets can be described as a task of discovering frequent patterns in a straightforward way. Given a set $R$, a binary database $r$ over $R$, and a frequency threshold min_fr, the set $\mathcal{P}$ of patterns consists of all item sets, i.e., $\mathcal{P}=\{X \mid X \subseteq R\}$, and for the selection criterion we have $q(\varphi, r)=$ true if and only if $f r(\varphi, r) \geq$ min_f $_{f}$. $\square$

Note that we do not specify any satisfaction relation for the patterns of $\mathcal{P}$ in $\mathbf{r}$ : this task is taken care of by the selection criterion $q$. For some applications, " $q(\varphi, \mathbf{r})$ is true" could mean that $\varphi$ occurs often enough in $\mathbf{r}$, that $\varphi$ is true or almost true in $\mathbf{r}$, or that $\varphi$ defines, in some way, an interesting property or subgroup of $\mathbf{r}$. Obviously, the task of determining the theory of $\mathbf{r}$ is not tractable for arbitrary sets $\mathcal{P}$ and predicates $q$. If, for instance, $\mathcal{P}$ is infinite and $q(\varphi, \mathbf{r})$ is true for infinitely many patterns, an explicit representation of $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ cannot be computed.
In the discovery tasks considered here the aim is to find all patterns that are selected by a relatively simple criterion-such as exceeding a frequency threshold-in order to efficiently identify a space of potentially interesting patterns. Other criteria can then be used for further pruning and processing of the patterns. Consider as an example the discovery of association rules: first frequent sets are discovered, then all rules with sufficient frequency are generated, and a confidence threshold is used to further prune the rules.
First, all frequent sets are needed for the generation of association rules. It is not sufficient to know just the largest frequent sets, although they de ther the collection frequent sets. The second important property is that the selection criterion, i.e, frequency, is monotone decreasing with respect to expansion of the set. We consider only the situation where the predicate $q$ is monotone with respect to a given partial order on the patterns.

Definition 7.3 Let $\mathcal{P}$ be a set of patterns, $q$ a selection criterion over $\mathcal{P}$ and $\preceq$ a partial order on the patterns in $\mathcal{P}$. If for all databases $\mathbf{r}$ and patterns $\varphi, \theta \in \mathcal{P}$ we have that $q(\varphi, \mathbf{r})$ and $\theta \preceq \varphi$ imply $q(\theta, \mathbf{r})$, then $\preceq$ is a specialization relation on $\mathcal{P}$ with respect to $q$. If we have $\theta \preceq \varphi$, then $\varphi$ is said to be more special than $\theta$ and $\theta$ to be more general than $\varphi$. If $\theta \preceq \varphi$ and not $\varphi \preceq \theta$ we write $\theta \prec \varphi$.
Example 7.4 The set inclusion relation $\subseteq$ is a specialization relation for Example 7.4 The set inclusion relation $\subseteq$ is a specialization relation for
frequent sets. For instance, if the set $\{A, B, C\}$ is frequent, then its subset $\{A, C\}$ must also be frequent
In more general, given two item sets $X, Y \subseteq R$, the set $X$ is more general, $X \preceq Y$, if and only if $X \subseteq Y$. That is, $X \preceq Y$ implies that if the more specific set $Y$ is frequent then the more general set $X$ is frequent, too

For practical purposes the specialization relation has to be computable, .e., given patterns $\varphi$ and $\theta$ in $\mathcal{P}$, it must be possible to determine whether $\varrho \theta$. Typically, the specialization relation $\preceq$ is a restriction of the converse of the semantic implication relation: if $\theta \preceq \varphi$, then $\varphi$ implies $\theta$. If the predicate $q$ is defined in terms of, e.g., statistical significance, then the semantic implication relation is not a specialization relation with respect to $q$ : a pattern can be statistically significant even when a more general pattern is not. Recall that the predicate $q$ is not meant to be the only way of identifying the interesting patterns; a threshold for the statistical significance can be used to further prune patterns found using $q$.

### 7.2 The generic levelwise algorithm

In this section we present an algorithm for the task of discovering all frequent patterns in the case where there exists a computable specialization relation between patterns. We use the following notation for the relative speciality of patterns.

Definition 7.5 Given a specialization relation $\preceq$ on patterns in $\mathcal{P}$, the level Definition $\mathbf{~ o f ~ a ~ p a t t e r n ~} \varphi$ in $\mathcal{P}$, denoted levell $(\varphi)$, is 1 if there is no $\theta$ in $\mathcal{P}$ for which $\theta \prec \varphi$. Other wise level $(\varphi)$ is $1+L$, where $L$ is the maximum level of patterns $\theta$ in $\mathcal{P}$ for which $\theta \prec \varphi$. The collection of frequent patterns of level $l$ is denoted by $\mathcal{T}_{l}(\mathcal{P}, \mathbf{r}, q)=\{\varphi \in \mathcal{T}(\mathcal{P}, \mathbf{r}, q) \mid \operatorname{level}(\varphi)=l\}$.

Algorithm 7.6, analogical to Algorithm 2.14, finds all frequent patterns. It works in a levewise or breadth-first manner, starting with the set $\mathcal{C}_{1}$ of the most general patterns, and then generating and evaluating more and more special candidate patterns. The algorithm prunes those patterns that cannot be frequent given all the frequent patterns obtained in earlier iterations.
The algorithm is generic: details depending on the specific types of paterns and data are left open, and instances of the algorithm must specify these. The levelwise algorithm aims at minimizing the number of evaluations of $q$ on line 5 . As with the frequent set discovery algorithm, the computation to determine the candidate collection does not involve the database at all.

Theorem 7.7 Algorithm 7.6 works correctly.
Proof We show by induction on $l$ that $\mathcal{T}_{l}(\mathcal{P}, \mathbf{r}, q)$ is computed correctly for all $l$. For $l=1$, the collection $\mathcal{C}_{l}$ contains all patterns of level one (line 1 ), and collection $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ is then correctly computed (line 5 )

For $l>1$, assume the collections $\mathcal{T}_{i}(\mathcal{P}, \mathbf{r}, q)$ have been computed correctly for all $i<l$. Note first that $\mathcal{T}_{l}(\mathcal{P}, \mathbf{r}, q) \subseteq \mathcal{C}_{l}$. Namely, consider any pattern $\varphi$ in $\mathcal{T}_{( }(\mathcal{P}, \mathbf{r}, q)$ : we have level $(\varphi)=l$ and thus for all patterns $\theta \prec \varphi$ we have level $(\theta)<l$. Since $\mathcal{T}_{i}(\mathcal{P}, \mathbf{r}, q)$ has been computed for each $i<l$, each $\theta \prec \varphi$

Algorithm 7.6
Input: A database schema $\mathbf{R}$, a database $\mathbf{r}$ over $\mathbf{R}$, a finite set $\mathcal{P}$ of patterns, a computable selection criterion $q$ over $\mathcal{P}$, and a computable specialization relation $\preceq$ on $\mathcal{P}$.
Output: The set $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ of all frequent patterns.
Method:

$$
\text { 9. for all } l \text { do output } \mathcal{T}_{l}(\mathcal{P}, \mathbf{r}, q) \text {; }
$$

is correctly in $\mathcal{T}_{\text {leeel }(\theta)}(\mathcal{P}, \mathbf{r}, q)$, and so $\varphi$ is put into $\mathcal{C}_{\mathcal{l}}$ (line 8). The collection $\mathcal{T}_{l}(\mathcal{P}, \mathbf{r}, q)$ is then computed correctly on line 5 .

Finally note that for every $\varphi \in \mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ there is an iteration where the variable $l$ has value level $\varphi$ ). By the definition of level, there are more general patterns $\theta \prec \varphi$ on every level less than level( $\varphi$ ), and since $\prec$ is a specialization relation they are all frequent, so the ending condition $\overline{\mathcal{C}}=\emptyset$ is not true with $l \leq \operatorname{level}(\varphi)$.

The input specification of the algorithm states that the set $\mathcal{P}$ is finite. Actually, it does not always need to be finite: the algorithm works correctly as long as the nu mber of candidate patterns is finite. There are some desirable properties for the specialization relation $\preceq$. An efficient method for accessing the more specific and more general patterns on neighboring levels is useful, or other wise finding the collection of valid candidates may be expensive.

### 7.3 Examples

We now look at the applicability of Algorithm 7.6 for some knowledge discovery tasks. We consider three problems as tasks of discovering patterns that are selected by a given predicate: the discovery of association rules and frequent episodes, and the discovery of exact database rules.

### 7.3.1 Association rule

Recall that the task of discovering association rules can be split into $t$ wo: the discovery of frequent sets, and the generation of rules. We summarize below the necessary specifications for discovering frequent sets with Algorithm 7.6.

$$
\begin{aligned}
& \begin{array}{l}
\text { compute } \mathcal{C}_{1}:=\{\varphi \in \mathcal{P} \mid \text { level }(\varphi)=1\} ; \\
l:=1 ; \\
\text { while }
\end{array} \\
& l:=1 ; \mathcal{C}_{1} \neq \emptyset \text { do }
\end{aligned}
$$

$$
\begin{aligned}
& \text { // Candi } \\
& \text { compute }^{\mathcal{C}_{l}:=\left\{\varphi \in \mathcal{P} \mid \text { level }(\varphi)=l \text { and } \theta \in \mathcal{T}_{\text {level }(\theta) \theta}(\mathcal{P}, \mathbf{P}, \underline{\mathcal{P}}, q)\right. \text { for all }}
\end{aligned}
$$



Figure 7.1: An event sequence and two episodes.
Given are a set $R$, a binary database $r$ over $R$, and a frequency threshold min_fr. We want to find the frequent sets, so the set $\mathcal{P}$ of patterns consists of all item sets: $\mathcal{P}=\{X \mid X \subseteq R\}$. Our selection criterion $q$ is based on the frequency of an item set, so that $q$ is true for a set $X \in \mathcal{P}$ if and only if $f r(X, r) \geq$ min_fr. Obviously the set inclusion relation $\subseteq$ is monotone with respect to frequency, so it can be used as a specialization relation $\preceq$
With these specifications Algorithm 7.6 proceeds as Algorithm 2.14. Note in particular that candidate generation on line 8 of Algorithm 7.6 gives a result equivalent to the candidate collection of Definition 2.13.

### 7.3.2 Episodes

Consider the problem of recognizing frequent episodes in sequences of events. Figure 7.1 depicts a sequence of events and two episodes that occur several times in the sequence. Episode $\alpha$ contains two events, $A$ and $B$, but does not specify any order for them. Episode $\beta$ contains additionally an event $C$, and states that $C$ must occur after both $A$ and $B$

Recall from Chapter 4 that the task is to discover all episodes whose frequency exceeds a given threshold min_fr. Given a window width win, the frequency of $\alpha$ in a given event sequence $s$ is defined as the fraction of windows of length win on s that contain an instance of $\alpha$.

The discovery of all frequent episodes can be solved with the levelwise algorithm. The subepisode relation $\preceq$ is a specialization relation on episodes. That is, for $\alpha=(V, \leq, g)$ and $\beta=\left(V^{\prime}, \leq, g\right)$ we have $\beta \preceq \alpha$, if and only $g^{\prime}(v)=g(v)$ and (3) for all $v, w \in V^{\prime}$ with $v \leq^{\prime} w$ also $v \leq w$. The relation
 ders, Algorithm 76 is more conservative than Algorithm 4.13. Algorith 7.6 considers a totally ordered episode consisting of events $A$ and $B$ as candidte only, if the trivially ordered episode consisting of $A$ and $B$ is frequent. Algorithm 4.13 in turn, was specified to increase the size of episodes by one in each iteration.

### 7.3.3 Exact database rules

Exact database rules [74] are a rule formalism that is somewhat more general than association rules: numerical and categorical attributes are considered. On the other hand, the confidence of exact rules must be 1 ; a small variation gives strong rules which can have a confidence less than 1 . Before introducing exact database rules formally, we define the notion of a taxonomy on an attribute.

Definition 7.8 Given an attribute $A$, a taxonomy on $A$ is a set $T(A)$ such that $\operatorname{Dom}(A) \subseteq T(A)$, where $\operatorname{Dom}(A)$ is the domain of $A$, and such that there is a partial order is-a on $T(A)$. We assume that is-a is reflexive and that there is a special member any in the taxonomy such that for all $a \in T(A)$ we have $a$ is-a any.
Example 7.9 Consider an attribute department for which the domain Dom(department) is $\left\{\right.$ dept $_{-} 1$, dept_2,.. , dept_15 15$\}$. Now a taxonomy $T($ department $)$ could consist of Dom(department) $\cup\{$ management_dept, production dept, sales dept, any\} ie, of names of departments and their types. The partial order is-a could then classify each department to its type types. The partial order is-a could then classify each department to its type
by dept_ 1 is-a management_dept, dept_2 is-a management_dept, by defining that depl_-1 is-a managemen__dept, dept_2 is-a management_depl,
that for $i=3, \ldots, 11$ dept $i$ is-a production_dept, and that for $i=12, \ldots, 15$ dept_i is-a sales_dept. Additionally, for every dept in $T$ (department) we have dept is-a dept and dept is-a any

Definition 7.10 Let $r$ be a relation over a relation schema $R$. Assume taxonomies are given for the non-numerical attributes in $R$. A simple condition on a row $t$ in $r$ is either of the form $a_{1} \leq t[A] \leq a_{2}$, where $A \in R$ is a numerical attribute and $a_{1}, a_{2} \in \operatorname{Dom}(A)$, or of the form $t[A]$ is-a $a$, where $A \in R$ is non-numerical and has a taxonomy $T(A)$, and $a \in T(A)$.

An exact database rule is now an expression of the form $C_{1} \Rightarrow C_{2}$, where both $C_{1}$ and $C_{2}$ are simple conditions. The rule $C_{1} \Rightarrow C_{2}$ holds in $r$ if $C_{2}$ is true on every row $t$ of $r$ that $C_{1}$ is true on.
Example 7.11 Assume a relation $r$ represents employees. Consider only attributes department, as in the previous example, and age, and assume that the domain of age is $\{18,19, \ldots, 65\}$. The exact database rule
$t[$ department $]$ is-a management_dept $\Rightarrow 43 \leq t[$ age $] \leq 65$
tells that employees in the management departments are at least 43 years old. ㅁ
Given a relation $r$ and taxonomies for non-numerical attributes, the collection of exact database rules that hold in $r$ is the theory $\mathcal{T}(\mathcal{P}, r, q)$, where the set $\mathcal{P}$ of patterns consists of all possible exact rules $\varphi$, and the predicate
$q(\varphi, r)$ is true if and only if $\varphi$ holds in $r$. Next we show what is a specialization relation for exact rules.
Theorem 7.12 The following relation $\preceq$ is a specialization relation with respect to the set $\mathcal{P}$ of all possible exact database rules:

$$
\left(C_{1} \Rightarrow C_{2}\right) \preceq\left(C_{1}^{\prime} \Rightarrow C_{2}^{\prime}\right) \text { if and only if } C_{1}^{\prime} \sqsubseteq C_{1} \text { and } C_{2} \sqsubseteq C_{2}^{\prime},
$$

where $\sqsubseteq$ is a partial order on simple conditions defined as follows:

$$
\begin{aligned}
& \left(a_{1} \leq t[A] \leq a_{2}\right) \subseteq\left(b_{1} \leq t[B] \leq b_{2}\right) \text { if and only if } \\
& A=B \text { and }\left[b_{1}, b_{2}\right] \subseteq\left[a_{1}, a_{2}\right]
\end{aligned}
$$

and

$$
(t[A] \text { is-a } a) \sqsubseteq(t[B] \text { is-a } b) \text { if and only if } A=B \text { and } b \text { is-a } a .
$$

Proof Denote by $\mathcal{M}(C)$ the set of rows on which condition $C$ is true. By the definition, the relation $\sqsubseteq$ on simple conditions has the following property: if $C_{1}$ is true on a row $t$, then every $C_{2} \sqsubseteq C_{1}$ is true on $t$, i.e., $\mathcal{M}\left(C_{1}\right) \subseteq \mathcal{M}\left(C_{2}\right)$, and $\sqsubseteq$ is actually a specialization relation on simple conditions.
Assume the exact database rule $C_{1}^{\prime} \Rightarrow C_{2}^{\prime}$ holds, i.e., $\mathcal{M}\left(C_{1}^{\prime}\right) \subseteq \mathcal{M}\left(C_{2}^{\prime}\right)$. Consider now any more general rule ( $\left.C_{1} \Rightarrow C_{2}\right) \preceq\left(C_{1}^{\prime} \Rightarrow C_{2}^{\prime}\right)$. From the properties of $\sqsubseteq$ it follows that $\mathcal{M}\left(C_{1}\right) \subseteq \mathcal{M}\left(C_{1}^{\prime}\right)$ and $\mathcal{M}\left(C_{2}^{\prime}\right) \subseteq \mathcal{M}\left(C_{2}\right)$. Thus $\mathcal{M}\left(C_{1}\right) \subseteq \mathcal{M}\left(C_{2}\right)$, i.e., the rule ( $C_{1} \Rightarrow C_{2}$ ) holds.
$\square$
The proof shows that the specialization relation $\preceq$ is a restriction of the converse of the semantic implication: for any two patterns $\varphi$ and $\theta$, if we have $\varphi \preceq \theta$ then $\theta$ implies $\varphi$. Intuitively, the specialization relation means here that once we have an exact database rule that holds, we know that a modified rule where the left-hand side only matches a subset of rows must
 modified rule must also hold
Algorithm 7.6 would start with those rules that are most likely to hold, and then loosen the conditions on the left-hand sides while tightening the conditions on the right-hand sides.

Example 7.13 Assume the relation $r$ represents employees. Consider only attributes department, as in the previous example, and age, and assume that the domain of age is $\{18,19, \ldots, 65\}$.

The most general patterns considered by Algorithm 7.6 are such as
$39 \leq t[$ age $] \leq 39 \Rightarrow t[$ department $]$ is-a any
and
$t[$ department $]$ is-a dept_ $7 \Rightarrow 18 \leq t[$ age $] \leq 65$.

These and a number of other obvious rules hold. Later, when more meaningful rules are dealt with, the specialization relation prunes rules from consideration in the following way. If, for instance, the rule

$$
t[\text { department }] \text { is-a dept } \_2 \Rightarrow 18 \leq t[\text { age }] \leq 40
$$

does not hold, then rules such as
$t[$ department $]$ is-a dept_2 $\Rightarrow 18 \leq t[$ age $] \leq 39$
and
$t[$ department $]$ is-a management_dept $\Rightarrow 18 \leq t[a g e] \leq 40$
cannot hold.
Note that the task of discovering exact database rules cannot be split into two phases like the discovery of association rules, where frequent sets, i.e., the rule components, are discovered first. Namely, in the case of exact rules there is no minimum threshold for the frequency of rules.
When strong, i.e., almost always correct rules are searched for, the "almost always correctiess needs to be carefully defined, or the partial order $\preceq$ given above is not strates this.

Example 7.14 Consider the discovery of strong rules, and the use of a confidence threshold min_conf, defined as with association rules, as a means for determining whether a rule is strong or not. If the rule

$$
t[\text { department }] \text { is-a dept } \_7 \Rightarrow 40 \leq t[\text { age }] \leq 50
$$

has a confidence close to but below the threshold min_conf, then the rule

$$
t[\text { department }] \text { is-a any } \Rightarrow 40 \leq t[a g e] \leq 50
$$

might actually be strong, e.g., if all employees in other departments than dept_7 are between 40 and 50 years old.

ㅁ
Algorithm 7.6 considers in each database pass a collection of candidate Algorithm 7.6 considers in each database pass a collection of candidate
rules, where all the rules are on the same level. The KID3 algorithm [74] for discovering exact database rules, in turn, considers in one iteration all
rules with the same attribute on the left-hand side. KID3 does not directly rules with the same attribute on the left-hand side. KID3 does not directly from which rules that hold can be extracted. Both approaches have their drawbacks. The space requirement of the summaries in KID3 is in the worst case linear in the database size. Algorithm 7.6 in turn, does not take any advantage of the fact that rules close to each other in the specialization relation are similar, and could be evaluated efficiently together.

Almost always lots of redundant exact and strong rules hold. For exact rules, for instance, giving the most specific rules that hold would be sufficient, since the rest of the rules are implied by these. Recall, again, that the purpose is to find the rules that hold, and then use other methods to select the most useful ones-the specificity is certainly one criterion, but not the only one [74].

### 7.4 Discovery in several database states

Knowledge discovery is sometimes criticized for analyzing just one database state. The critics say that it does not give reliable information: it is often impossible to know if a regularity exists in the analyzed database only by chance, or if it is true in most database states. Next we describe how Algorithm 7.6 can be adopted to discover those patterns that are selected by the given criterion in most of the given database states. We define the global selection criterion of a pattern $\varphi$ to depend on the number of database states where $\varphi$ is selected.

Definition 7.15 Given a selection criterion $q$ over a set $\mathcal{P}$ of patterns and a frequency threshold min_fr, the global selection criterion $Q$ is a predicate

$$
Q: \mathcal{P} \times\{\boldsymbol{r} \mid \boldsymbol{r} \text { is a set of databases }\} \rightarrow\{\text { true }, \text { false }\},
$$

such that for any set $\boldsymbol{r}=\left\{\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right\}$ of databases we have $Q(\varphi, \boldsymbol{r})=$ true if and only if $\left|\left\{i \mid q\left(\varphi, \mathbf{r}_{i}\right)\right\}\right| \geq$ min_f $f \cdot n$. The theory $\mathcal{T}(\mathcal{P}, \boldsymbol{r}, Q)$ is called the almost always true theory of $\boldsymbol{r}$ with respect to $\mathcal{P}, q$, and min_fr. $\square$

Note that any partial order $\preceq$ on $\mathcal{P}$ that is a specialization relation with espect to $q$ is also a specialization relation with respect to $Q$. We have the following theorem.

Theorem 7.16 Let $\mathcal{P}, q$, and $Q$ be as in Definition 7.15, and let $\preceq$ be a specialization relation with respect to $q$. Then $\preceq$ is a specialization relation also with respect to the global selection criterion $Q$.
Proof By definition the relation $\preceq$ is a specialization relation with respect to $Q$, if for all sets $r$ of databases and all $\varphi, \theta \in \mathcal{P}$ we have that $Q(\varphi, r)$ and $\theta \preceq \varphi$ imply $Q(\theta, r)$. To see that this is the case, consider a pattern $\varphi$ for which $Q(\varphi, \boldsymbol{r})$ holds. For each $\mathbf{r}_{i}$ in $r$ for which $q\left(\varphi, \mathbf{r}_{i}\right)$ holds, $q\left(\theta, \mathbf{r}_{i}\right)$ must hold for all more general patterns $\theta \preceq \varphi$, and thus $Q(\theta, r)$ must hold.

Since $\preceq$ is a specialization relation with respect to the global selection criterion $Q$, Algorithm 7.6 can be applied directly for knowledge discovery from several database states; just use the global selection criterion $Q$ instead of $q$. The evaluation of $Q$ on $\boldsymbol{r}$ consists now of evaluating $q$ on the individual
database states $\mathbf{r}_{i} \in \boldsymbol{r}$. It turns out that we can use here the specialization relation $\preceq$ both locally and globally
Consider Algorithm 7.6 running with a set $\boldsymbol{r}=\left\{\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right\}$ of database states and the global selection criterion $Q$ as its inputs. Candidate patterns $\varphi$ in the algorithm will be such that all more general patterns than $\varphi$ are globally selected. Such patterns are then evaluated in each database state, in order to find out if they are selected in by $q$ in sufficiently many database states. However, it is possible that in some database state $\mathbf{r}_{i} \in \boldsymbol{r}$ patterns more general than $\varphi$ are not selected by $q$, and correspondingly $\varphi$ cannot be selected by $q$ in $\mathbf{r}_{i}$. A key to a more efficient evaluation of the global selection and only to evaluate patterns that are candidates both globally and locally.
 hose patterns that are potentially selected by $Q$ in $\boldsymbol{r}$. The local candidate collections, denoted by $\mathcal{C}^{i}$, contain for database state $\mathbf{r}_{\text {, those }}$ thoterns that are potentially selected by $q$ in $\mathbf{r}$. During the evaluation of $Q$ for each database state $\mathbf{r}_{\text {: }}$ we evaluate the predicate $q$ on the intersection $\mathcal{G} \cap \mathcal{C}^{i}$ of global and local candidates.
By using information about the local candidates we can further eliminate evaluations of $q$. Namely, the global candidate collection $\mathcal{C}_{l}$ may contain such patterns that are not candidates in sufficiently many collections $\mathcal{C}_{i}^{i}$. This can be the situation for a pattern $\varphi \in \mathcal{C}_{l}$ when the more general patterns $\theta \prec \varphi$ are selected too often in disjoint database states. Such useless evaluation of candidates can be avoided by a simple check: a pattern $\varphi \in \mathcal{C}_{l}$ needs not to be evaluated if $\left|\left\{i \mid \mathcal{C}_{i}^{i}\right\}\right|<$ min.fr. $n$. A similar check can be applied after each failed evaluation of $q\left(\varphi, \mathbf{r}_{i}\right)$, in order to prune a candidate as soon as it turns out that it cannot be globally selected.

In summary, using only information about the global selection criterion of patterns we would at level $l$ investigate the patterns in $\mathcal{C}_{l}$ against each database state $\mathbf{r}_{i}$. Looking at each database state $\mathbf{r}_{i}$ locally would enable us to investigate the patterns in $\mathcal{C}_{l}^{i}$. Combining local and global information, we see that one has to investigate at most the patterns in $\mathcal{C}_{l} \cap \mathcal{C}_{l}^{i}$.
This method could be used to an alyze, e.g., the same database over time, in order to see what regularities hold in most of the database states, or to analyze several similar databases, for instance to find out which association ules hold in most of the stores of a supermarket chain

## Chapter 8

## Complexity of finding frequent patterns

We now analyze the complexity of finding all frequent patterns, and we also derive results for the complexity of discovering all frequent sets. In Section 8.1 we introduce the concept of the border between frequent and non-frequent patterns. This notion turns out to be useful in the analysis of the generic
algorithm in Section 8.2. Inspired by this, we give in Section 8.3 a guessalgorithm in Section 8.2 . Inspired by this, we give in Section 8.3 a guess-and-correct algor. nalyze the the 1 8. The graphs.

### 8.1 The border

Consider the theory $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ of some set $\mathcal{P}$ of patterns. The whole theory can be specified by giving only the maximally specific patterns in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ : every pattern more general than any of those is selected by $q$, and the rest are not. The collection of maximally specific patterns in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ and, correspondingly, the collection of minimally specific (i.e., maximally general) patterns not in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ are useful in the analysis of the generic algorithm and the problem. For this purpose we introduce the notion of border.

Definition 8.1 Let $\mathcal{P}$ be a set of patterns, $\mathcal{S}$ a subset of $\mathcal{P}$, and $\preceq$ a partial order on $\mathcal{P}$. Further, let $\mathcal{S}$ be closed downwards under the relation $\preceq$, i.e., if $\varphi \in \mathcal{S}$ and $\gamma \preceq \varphi$, then $\gamma \in \mathcal{S}$. The border $\mathcal{B} d(\mathcal{S})$ of $\mathcal{S}$ consists of those patterns $\varphi$ such that all more general patterns than $\varphi$ are in $\mathcal{S}$ and no pattern more specific than $\varphi$ is in $\mathcal{S}$ :
$\mathcal{B} d(\mathcal{S})=\{\varphi \in \mathcal{P} \mid$ for all $\gamma \in \mathcal{P}$ such that $\gamma \prec \varphi$ we have $\gamma \in \mathcal{S}$, and for all $\theta \in \mathcal{P}$ such that $\varphi \prec \theta$ we have $\theta \notin \mathcal{S}\}$.

Those patterns $\varphi$ in $\mathcal{B d}(\mathcal{S})$ that are in $\mathcal{S}$ are called the positive border $\mathcal{B d} d^{+}(\mathcal{S})$,

$$
\mathcal{B d ^ { + }}(\mathcal{S})=\{\varphi \in \mathcal{S} \mid \text { for all } \theta \in \mathcal{P} \text { such that } \varphi \prec \theta \text { we have } \theta \notin \mathcal{S}\},
$$

and those patterns $\varphi$ in $\mathcal{B d}(\mathcal{S})$ that are not in $\mathcal{S}$ are the negative border $\mathcal{B d}^{-}(\mathcal{S})$,
$\mathcal{B} d^{-}(\mathcal{S})=\{\varphi \in \mathcal{P} \backslash \mathcal{S} \mid$ for all $\gamma \in \mathcal{P}$ such that $\gamma \prec \varphi$ we have $\gamma \in \mathcal{S}\}$.

In other words, the positive border consists of the most specific patterns in $\mathcal{S}$, the negative border consists of the most general patterns outside $\mathcal{S}$, and the border is the union of these two sets. Note that a set $\mathcal{S}$ that is closed downwards can be described by giving just the positive or the negative border. Consider, e.g., the negative border. No pattern $\theta$ such that $\varphi \preceq \theta$ for some $\varphi$ in the negative border is in $\mathcal{S}$, while all other patterns are in $\mathcal{S}$.
A theory $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ is always closed downwards with respect to a specialzation relation, and the concept of border can be applied on the set of all frequent patterns.
Example 8.2 Consider the discovery of frequent sets with items $R=$ $\{A, \ldots, F\}$. Assume the collection $\mathcal{F}$ of frequent sets is
$\{\{A\},\{B\},\{C\},\{F\},\{A, B\},\{A, C\},\{A, F\},\{C, F\},\{A, C, F\}\}$.
The negative border of this collection contains now sets that are not frequent but whose all subsets are frequent, i.e., minimal non-frequent sets. The negative border is thus

$$
\mathcal{B} d^{-}(\mathcal{F})=\{\{D\},\{E\},\{B, C\},\{B, F\}\} .
$$

The positive border, in turn, contains the maximal frequent sets, i.e.,

$$
\mathcal{B} d^{+}(\mathcal{F})=\{\{A, B\},\{A, C, F\}\} .
$$

Example 8.3 Consider the discovery of frequent episodes in a sequence over events $A, \ldots, D$. Assume that arbitrary partial orders are allowed in the episodes, $_{\mathcal{F}}(\mathbf{s}$, wind that the episodes in Figure 8.1 constitute the theory $\mathcal{F}(\mathbf{s}$, win, min_fr $r$ of frequent episodes in some given event sequence $\mathbf{s}$.
There are only two maximally specific episodes, those presented in Figwo the Alt constitute positive border $\mathcal{B} d^{+}(\mathcal{F}(s, i n, m i n f r))$ or the
 maximally general episodes that are not frequent $\square$

(A)| (A) | (B) |
| :--- | :--- |
| (D) | (D) |

(D)(B) $\rightarrow$ (A)
(A) $\rightarrow(B$
(A) $\rightarrow$ (D)
(B)
(D) $\rightarrow$ (B)
(A)
$(A) \rightarrow(D) \rightarrow(B$

Figure 8.1: A collection $\mathcal{F}(\mathrm{s}$, win, min_fr) of frequent episodes.


Figure 8.2: The positive border $\mathcal{B} d^{+}(\mathcal{F}(\mathbf{s}$, win, min_fr $))$
(C)
(D) $\rightarrow$ (A)
(B) $\rightarrow$ (D)
(B) $\rightarrow$ (A)
(D)

Figure 8.3: The negative border $\mathcal{B} d^{-}(\mathcal{F}(\mathrm{s}$, win, min_fr $))$.

### 8.2 Complexity of the generic algorithm

Consider the complexity of discovering all frequent patterns, in terms of the number of evaluations of the selection criterion $q$. The trivial method for finding $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ is to test all patterns of $\mathcal{P}$, and hence use $|\mathcal{P}|$ evaluations of $q$. Algorithm 7.6 evaluates only patterns in the result, i.e., frequent patterns, Algorithm 7.6 evaluates only patterns in the result, i.e., frequent patter

Theorem 8.4 Let $\mathcal{P}, \mathbf{r}$, and $q$ be as in Algorithm 7.6. Algorithm 7.6 evaluates the predicate $q$ exactly on the patterns in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q) \cup \mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))$.

Proof First note that no pattern is evaluated more than once: each pattern has a unique level and can therefore be at most in one collection $\mathcal{C}_{l}$. Recal now line 8 of Algorithm 7.6 , the specification of the candidate collection
8. compute $\mathcal{C}_{l}:=\left\{\varphi \in \mathcal{P} \mid\right.$ level $(\varphi)=l$ and $\theta \in \mathcal{T}_{\text {level }(\theta) \theta} \in \mathcal{P}$ such that $\theta \prec$

We show that $\bigcup_{l} \mathcal{C}_{l}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q) \cup \mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))$. First note that every pattern $\varphi$ in $\mathcal{C}_{l}$ is in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q) \cup \mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))$. If $\varphi$ is selected by $q$, it is in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$. If $\varphi$ is not selected by $q$, it is in $\mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ ), since all patterns more general than $\varphi$ are in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$, and $\varphi$ itself is not.

Now note that every pattern $\varphi$ in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q) \cup \mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))$ is in $\mathcal{C}_{\text {level }(\varphi)}$. When $l=$ level $(\varphi)$, all more general patterns than $\varphi$ have been evaluated in earlier iterations since their levels are less than $\operatorname{level}(\varphi)$. Al more general patterns $\theta \prec \varphi$ are in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ and thus in $\mathcal{T}_{\text {level }(\theta)}(\mathcal{P}, \mathbf{r}, q)$ So when $l=\operatorname{level}(\varphi)$, the pattern $\varphi$ will be in $\mathcal{C}_{\text {level }(\varphi)}$.
Finally, it can be shown, as in the proof of Theorem 7.7, that $\mathcal{C}_{\text {level( }(\varphi)}$ is constructed for each $\varphi$ in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q) \cup \mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))$.

What the candidate generation step of Algorithm 7.6 basically does is to compute the negative border of frequent patterns found so far. Line 8 actually equals the following specification:
8. compute $\mathcal{C}_{l}:=\mathcal{B}^{-}{ }^{-}\left(\bigcup_{i<l} \mathcal{T}_{i}(\mathcal{P}, \mathbf{r}, q)\right) \backslash \bigcup_{i<l} \mathcal{C}_{i} ;$

That is, in each iteration the candidate collection generated is exactly the negative border of the patterns selected so far, minus patterns already found negative border of he patterns selected so far, minus patterns already found the complexity of the frequent set discovery algorithm in a compact form

Corollary 8.5 Given a set $R$, a binary database $r$ over $R$, and a frequency threshold min $f r$, Algorithm 2.14 evaluates the frequency of sets in $\mathcal{F}\left(r, \min f_{r}\right) \cup \mathcal{B} d^{-}\left(\mathcal{F}\left(r, m i n f_{-} r\right)\right)$.
Proof The claim follows directly from the fact that Algorithm 2.14 is an instance of Algorithm 7.6 and from Theorem 8.4.
Example 8.6 Consider the discovery of frequent sets in a rad $p$. over 20 attributes, where the probability that $t[A]$ has value 1 is $p$ for all rows $t$ and all attributes $A$. Table 8.1 presents the sizes of the theory and with $p=0$ and negative borders in experiments with two rand e boder 2 to 1 ) 2 to 4 ines the
$\mathcal{B} d \mathcal{T}(\mathcal{P}, r, 4)$ can be for
with frequent sets in a real database gave the following results. We discovered all frequent sets in a course enrollment database where there is a row per student, a column per each course offered, and a row has value 1 in a column

| $p$ | min_fr | $\|\mathcal{T}(\mathcal{P}, \mathbf{r}, q)\|$ | $\mid \mathcal{B} d^{+}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q) \mid$ | $\left\|\mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))\right\|$ |
| :--- | :--- | ---: | ---: | ---: |
| 0.2 | 0.01 | 469 | 273 | 938 |
| 0.2 | 0.005 | 1291 | 834 | 3027 |
| 0.5 | 0.1 | 1335 | 1125 | 4627 |
| 0.5 | 0.05 | 5782 | 4432 | 11531 |

Table 8.1: Experimental results with random data sets.

| min_fr $^{2}$ | $\|\mathcal{T}(\mathcal{P}, \mathbf{r}, q)\|$ | $\left\|\mathcal{B} d^{+}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))\right\|$ | $\left\|\mathcal{B} d^{-}(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))\right\|$ |
| :--- | ---: | ---: | ---: |
| 0.08 | 96 | 35 | 201 |
| 0.06 | 270 | 61 | 271 |
| 0.04 | 1028 | 154 | 426 |
| 0.02 | 6875 | 328 | 759 |

Table 8.2: Experimental results with a real data set.
if the corresponding student took the corresponding course. There are 127 courses, and a student has taken 4.3 courses on average; the number of students is 4734 . Table 8.2 shows that the size of the border behaves nicely with respect to the size of the theory.

### 8.3 The guess-and-correct algorithm

Algorithm 7.6 starts by evaluating the selection predicate $q$ on the most general sentences, and moves gradually to more specific sentences. As $q$ is assumed to be monotone with respect to the specialization relation, this approach is safe in the sense that no statement satisfying $q$ will be overlooked. However, the approach can be quite slow, if there are frequent patterns that are far from the bottom of the specialization relation, i.e., if there are patterns $\varphi$ that are selected by $q$, but which appear in the candidate set $\mathcal{C}_{i}$ only for a arge $i$. As every iteration of the algorith $m$ requires an investigation of the atabase, this means that such sentences will be discovered slowly.
An alternative is to start the process of finding $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ from an initial The guess can be obtained, e $\boldsymbol{q}$, from computing the set $\mathcal{T}(\mathcal{P} \mathbf{r}, q$ ) where $\subset \mathbf{r}$ is a sample of $\mathbf{r}$. Algorithm 8.7 computes $\mathcal{T}(\mathcal{P} \mathbf{r} q)$ as follows. To , with the algorithm is piven a guess $S \subseteq \mathcal{P}$, The algorithm first evaluates the sentences in the positive border $\mathcal{B} d^{+}(\mathcal{S})$ and removes from $\mathcal{S}$ those that are not interesting. These evaluation and removal steps are epeated until the positive border only contains sentences satisfying $q$, and

Algorithm 8.7 The guess-and-correct algorithm for finding all potentially interesting sentences with an initial guess $\mathcal{S}$.
Input: A database $\mathbf{r}$, a language $\mathcal{P}$ with specialization relation $\prec$, a selection predicate $q$, and an initial guess $\mathcal{S} \subseteq \mathcal{P}$ for $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$. We assume $\mathcal{S}$ is closed under generalizations..
Output: The set $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$
Method:
$\mathcal{C}^{*}:=\emptyset ;$
$\|$ correct $\mathcal{S}$ downward
$\mathcal{C}:=\mathcal{B} d^{+}(\mathcal{S}) ;$
while $\mathcal{C} \neq \emptyset$ do
$\mathcal{C}^{*}:=\mathcal{C}^{*} \cup \mathcal{C} ;$
$\mathcal{S}:=\mathcal{S} \backslash\{\varphi \in \mathcal{C} \mid q(\mathbf{r}, \varphi)$ is false $\} ;$
$\mathcal{C}:=\mathcal{B} d^{+}(\mathcal{S}) \backslash \mathcal{C}^{*} ;$
od;
/ now $\mathcal{S} \subseteq \mathcal{T}(\mathcal{P}, \mathbf{r}, q)$; expand $\mathcal{S}$ upwards
$\mathcal{C}:=\mathcal{B} d^{-}(\mathcal{S}) \backslash \mathcal{C}^{*}$.
while $\mathcal{C} \neq \emptyset$ do
$\mathcal{C}^{*}:=\mathcal{C}^{*} \cup \mathcal{C} ;$
$\mathcal{S}:=\mathcal{S} \cup\{\varphi \in \mathcal{C} \mid q(\mathbf{r}, \varphi)$ is true $\} ;$
od;
${ }^{\text {od; }}$ output $S$
thus we have $\mathcal{S} \subseteq \mathcal{T}(\mathcal{P}, \mathbf{r}, q)$. The variable $\mathcal{C}^{*}$ is used to avoid evaluating sentences twice. Then the algorithm expands $\mathcal{S}$ upwards, like Algorithm 7.6: it evaluates such sentences in the negative border $\mathcal{B} d^{-}(\mathcal{S})$ that have not been evaluated yet, and adds those that satisfy $q$ to $\mathcal{S}$. Again, the algorithm epeats the evalue and andences to The foll
The following results
Lemma 8.8 Algorithm 8.7 works correctly
Theorem 8.9 Algorithm 8.7 uses at most

$$
\left|(\mathcal{S} \triangle \mathcal{T}) \cup \mathcal{B} d(\mathcal{T}) \cup \mathcal{B} d^{+}(\mathcal{S} \cap \mathcal{T})\right|
$$

evaluations of $q$, where $\mathcal{T}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$.
How to obtain good original guesses $\mathcal{S}$ ? One fairly widely applicable method is sampling. Take a small sample s from $\mathbf{r}$, compute $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ and use it as $\mathcal{S}$. Applied to association rules this method produces extremely good results. Basically, with a high probability one can discover the association rules holding in a database using only a single pass through the database. Another method for computing an initial approximation can be derived from the Partition algorithm [77]. The idea is to divide $\mathbf{r}$ into small datasets
$\mathbf{r}_{i}$ which can be handled in main memory, and to compute $\mathcal{S}_{i}=\mathcal{T}\left(\mathcal{P}, \mathbf{r}_{i}, q\right)$. In the case of frequent sets, use as the guess $\mathcal{S}$ the union $\bigcup_{i} \mathcal{S}_{i}$. The guess is a superset of $\mathcal{T}\left(\mathcal{P}, \mathbf{r}_{i}, q\right)$, and executing the first half of Algorithm 8.7 suffices.

### 8.4 Problem complexity

Let us now analyze the complexity of the problem of discovering all frequent patterns. Consider first the following verification problem: assu me somebody gives a set $\mathcal{S} \subseteq \mathcal{P}$ and claims that $\mathcal{S}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$. How many evaluations of $q$ are necessary for verifying this claim? The following theorem shows that the whole border $\mathcal{B} d(\mathcal{S})$ must be inspected.

Theorem 8.10 Let $\mathcal{P}$ and $\mathcal{S} \subseteq \mathcal{P}$ be sets of patterns, $\mathbf{r}$ a database, $q$ a selection criterion, and $\preceq$ a specialization relation. If the database $\mathbf{r}$ is accessed only using the predicate $q$, then determining whether $\mathcal{S}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ (1) requires in the worst case at least $|\mathcal{B} d(\mathcal{S})|$ evaluations of $q$, and (2) can be done in exactly $|\mathcal{B} d(\mathcal{S})|$ evaluations of $q$.
Proof We show that it is sufficient and in the worst case necessary to evaluate the border $\mathcal{B} d(\mathcal{S})$. The claims follow then from this.
First assume that patterns in the border are evaluated. If and only if every pattern in $\mathcal{B} d^{+}(\mathcal{S})$ and no pattern in $\mathcal{B} d^{-}(\mathcal{S})$ is selected by $q$, then $\mathcal{S}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$, by the definition of the border. If $\mathcal{S}$ and $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ do not agree on the border, then clearly $\mathcal{S} \neq \mathcal{T}(\mathcal{P}, \mathbf{r}, q)$.
Now assume that less than $|\mathcal{B} d(\mathcal{S})|$ evaluations have been made, all consistent with the claim $\mathcal{S}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$; then there is a pattern $\varphi$ in the border $\mathcal{B} d(\mathcal{S})$ for which $q$ has not been evaluated. Now there is no way of knowing whether $\varphi$ is in $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ or not. The evaluations made for other patterns and $\varphi$ is in the definition of border, none of the more specific patterns is selected, and the rest are irrelevant with respect to $\varphi$. In other words, any set in the negative border can be swapped to the positive border, and vice versa, without changing the truth of $q$ for any other set.

Corollary 8.11 Let $\mathcal{P}$ be a set of patterns, $\mathbf{r}$ a database, $q$ a selection criterion, and $\preceq$ a specialization relation. Any algorithm that computes $\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$ and accesses the data only with the predicate $q$ must evaluate $q$ on the patterns in $\mathcal{B} d(\mathcal{T}(\mathcal{P}, \mathbf{r}, q))$.
Proof The claim follows directly from the proof of Theorem 8.10. $\quad$.
Example 8.12 Continuing Example 8.2 consider the discovery of frequent sets in a relation over attributes $R=\{A, \ldots, F\}$. Assume a sample or some
person tells us that the collection of frequent sets is
$\mathcal{S}=\{\{A\},\{B\},\{C\},\{F\},\{A, B\},\{A, C\},\{A, F\},\{C, F\},\{A, C, F\}\}$.
To verify whether the claim is true we have to evaluate, according to Corollary 8.11, the border $\mathcal{B} d(\mathcal{S})$. We thus have to evaluate $\mathcal{B} d^{+}(\mathcal{S})=$ $\{\{A, B\},\{A, C, F\}\}$ and $\mathcal{B} d^{-}(\mathcal{S})=\{\{D\},\{E\},\{B, C\},\{B, F\}\}$ to determ-
ine whether $\mathcal{S}$ is the collection of frequent sets.

We have further corollaries about the complexity of discovery tasks. Consider the discovery of frequent sets. Recall that Algorithm 2.14 evaluates also the frequency of the candidates that are not frequent, i.e., sets in $\mathcal{B} d^{-}(\mathcal{F}(r, \min f r))$. The following corollary shows that in a limited but reasonable model of computation the evaluation of the non-frequent candidates s inevitable.
Corollary 8.13 Given a set $R$, a binary database $r$ over $R$, and a frequency threshold $\min f r$, finding the collection $\mathcal{F}(r, \min f r)$ using only queries of the orm "Is $X \subseteq R$ frequent in $r$ " requires that sets in the negative of order $\mathcal{B} d^{-}(\mathcal{F}(r$, min $f r))$ are evaluated.

Proof The claim follows directly from Corollary 8.11.
Algorithm 2.14 actually evaluates the whole theory $\mathcal{F}(r$, min_fr $)$, not only its border. For the discovery of association rules this is in general necessary, since the exact frequencies are needed in the rule generation phase. Algorithm 2.14 is thus optimal under the simplifying restriction that the only way of controlling the algorithm is to use the information whether a set is frequent or not.

The advantage of Corollary 8.11 is that the border $\mathcal{B} d(\mathcal{S})$ can be small even for large $\mathcal{S}$. The drawback is that it can be difficult to determine the between the problo of fire in Section 8.5 where wo between the problem of finding the border and the hypergraph transyersal problem.

### 8.5 Computing the border

We now return to the verification problem: given $\mathcal{P}, \mathbf{r}, q$, and a set $\mathcal{S} \subseteq \mathcal{P}$. verify whether $\mathcal{S}=\mathcal{T}(\mathcal{P}, \mathbf{r}, q)$. By Corollary 8.11 the border $\mathcal{B} d(\mathcal{S})$ must be nspected. Given $\mathcal{S}$, we can compute $\mathcal{B d ^ { + }}(\mathcal{S})$ without looking at the data $\mathcal{B}_{d^{-}}(\mathcal{S})$ is also defined by $\mathcal{S}$, and can be determined without looking at the data, but finding the most general patterns in $\mathcal{P} \backslash \mathcal{S}$ can be difficult. We now how how minimal transersals of hypergraphs can be used to determine the negative border.

Definition 8.14 Let $R$ be a set. A collection $\mathcal{H}$ of subsets of $R$ is a simple hypergraph on $R$, if no element of $\mathcal{H}$ is empty and if $X, Y \in \mathcal{H}$ and $X \subseteq Y$ imply $X=Y$. The elements of $\mathcal{H}$ are called the edges of the hypergraph, and the elements of $R$ are the vertices of the hypergraph
Definition 8.15 Given a simple hypergraph $\mathcal{H}$ on a set $R$, a transversal $T$ of $\mathcal{H}$ is a subset of $R$ intersecting all the edges of $\mathcal{H}: T$ is a transversal if and only if $T \cap X \neq \emptyset$ for all $X \in \mathcal{H}$. A minimal transversal of $\mathcal{H}$ is a transversal only if $T \cap X \neq \emptyset$ for all $X \in \mathcal{H}$. A minimal transversal of $\mathcal{H}$ is a transversal
$T$ such that no $T^{\prime} \subset T$ is a transversal. We denote the collection of minimal transversals of $\mathcal{H}$ by $\mathcal{T r}(\mathcal{H})$.

For our purposes, hypergraphs and transversals apply almost directly on the pattern class of frequent sets. Let the items in $R$ be the vertices and the complements of the sets in the positive border be the edges of a simple hypergraph $\mathcal{H}$. So, for each set $X$ in the positive border we have the set $R \backslash X$ as an edge in $\mathcal{H}$. Consider now a set $Y \subseteq R$. If there is an edge $R \backslash X$ such that $Y \cap(R \backslash X)=\emptyset$, then $Y \subseteq X$, and $Y$ is frequent. On the other hand, if there is no such edge that the intersection is empty, then $Y$ cannot be frequent. That is, $Y$ is not frequent if and only if $Y$ is a transversal r. Nimal transvers egative border.

In general, for using hypergraphs and transversals to determine the negatve border, we need to represent patterns in $\mathcal{P}$ as sets. Frequent sets are such a representation themselves; next we give the requirements for the general case.

Definition 8.16 Let $\mathcal{P}$ be a set of patterns, $\preceq$ a specialization relation, and $R$ a set. A function $f: \mathcal{P} \rightarrow\{X \mid X \subseteq R\}$ is a set representation of $\mathcal{P}$ and $\preceq$, if $f$ is bijective, $f$ and its inverse are computable, and for all $\theta, \varphi \in \mathcal{P}$ we have $\theta \preceq \varphi$ if and only if $f(\theta) \subseteq f(\varphi)$.
For notational convenience, given a collection $\mathcal{S}$ of sets, we write $f(\mathcal{S})=$ $\{f(X) \mid X \in \mathcal{S}\}$.

As was described above for frequent sets, minimal transversals of a suitably constructed hypergraph constitute the negative border.

Definition 8.17 Let $\mathcal{P}$ and $\mathcal{S} \subseteq \mathcal{P}$ be sets of patterns and let $f$ be a set epresentation of $\mathcal{P}$. We denote by $\mathcal{H}(\mathcal{S})$ the simple hypergraph on $R$ that contains as edges the complements of sets $f(\varphi)$ for $\varphi \in \mathcal{B} d^{+}(\mathcal{S})$, i.e., $\mathcal{H}(\mathcal{S})=$ $\left\{R \backslash f(\varphi) \mid \varphi \in \mathcal{B} d^{+}(\mathcal{S})\right\}$.
Now $\mathcal{H}(\mathcal{S})$ is a hypergraph corresponding to the set representation of $\mathcal{S}$ and $\operatorname{Tr}(\mathcal{H}(\mathcal{S})$ is the set representation of the negative border The inverse function $f^{-1}$ maps the set representations of the negative border to the patterns in the negative border. That is, the set $f^{-1}\left(\mathcal{T r}_{r}(\mathcal{H}(\mathcal{S}))\right.$ is the negative border. Next we show this formally

Theorem 8.18 Let $\mathcal{P}$ and $\mathcal{S} \subseteq \mathcal{P}$ be sets of patterns, and let $f$ be a set representation of $\mathcal{P}$. Then $f^{-1}(\operatorname{Tr}(\mathcal{H}(\mathcal{S})))=\mathcal{B} d^{-}(\mathcal{S})$
Proof We prove the claim in two steps. First we show that $X$ is a tran sversal of $\mathcal{H}(\mathcal{S})$ if and only if $f^{-1}(X) \notin \mathcal{S}$ :
$X$ is a transversal of $\mathcal{H}(\mathcal{S})$

$$
\begin{aligned}
& \Leftrightarrow X \cap Y \neq \emptyset \text { for all } Y \in \mathcal{H}(\mathcal{S}) \\
& \Leftrightarrow X \cap(R \backslash f(\varphi)) \neq \emptyset \text { for all } \varphi \in \mathcal{B} d^{+}(\mathcal{S}) \\
& \Leftrightarrow X \notin f(\varphi) \text { for all } \varphi \in \mathcal{B} d^{+}(\mathcal{S}) \\
& \Leftrightarrow f^{-1}(X) \npreceq \varphi \text { for all } \varphi \in \mathcal{B} d^{+}(\mathcal{S}) \\
& \Leftrightarrow f^{-1}(X) \notin \mathcal{S} .
\end{aligned}
$$

Next we show that $\operatorname{Tr}(\mathcal{H}(\mathcal{S}))=f\left(\mathcal{B} d^{-}(\mathcal{S})\right)$; the theorem then immediately follows.
$\operatorname{Tr}(\mathcal{H}(\mathcal{S}))$
$=\{X \mid X$ is a minimal transversal of $\mathcal{H}(\mathcal{S})\}$
$=\left\{X \mid X\right.$ is a minimal set such that $\left.f^{-1}(X) \notin \mathcal{S}\right\}$
$=\left\{X \mid f^{-1}(X) \notin \mathcal{S}\right.$ and $f^{-1}(Y) \in \mathcal{S}$ for all $\left.Y \subset X\right\}$
$=\{f(\varphi) \mid \varphi \notin \mathcal{S}$ and $\theta \in \mathcal{S}$ for all $\theta \prec \varphi\}$
$=f\left(\mathcal{B} d^{-}(\mathcal{S})\right)$.

Thus for languages representable as sets, the notions of negative border and the minimal transversals coincide

Example 8.19 Continuing Example 8.12, the discovery of frequent sets in a relation with attributes $R=\{A, \ldots, F\}$, we now compute the set $\mathcal{B} d^{-}(\mathcal{S})$ using the hypergraph formulation. For frequent sets we simply let $f$ be the dentity function: $f(X)=X$. We are given the positive border $\mathcal{B} d^{+}(\mathcal{S})=$ $\{\{A, B\},\{A, C, F\}\}$, so we have

$$
\mathcal{H}(\mathcal{S})=\left\{R \backslash f(X) \mid X \in \mathcal{B} d^{+}(() \mathcal{S})\right\}=\{\{C, D, E, F\},\{B, D, E\}\} .
$$

The minimal transversals of $\mathcal{H}(\mathcal{S})$ are $\{D\},\{E\},\{B, C\}$, and $\{B, F\}$, thus $\mathcal{B} d^{-}(() \mathcal{S})=f^{-1}(\mathcal{T} r(\mathcal{H}(\mathcal{S})))=\operatorname{Tr}(\mathcal{H}(\mathcal{S}))=\{\{D\},\{E\},\{B, C\},\{B, F\}\}$. ㅁ
We showed in Section 8.4 that under some simplifying restrictions the negative border must be evaluated when discovering all frequent patterns. In this section we showed that for patterns representable as sets the notion of negative border corresponds to the minimal transversals of a suitably defined hypergraph. The advantage of this is that the wealth of material about transversals (see, e.g., [7]) can be used, e.g., in the design of algorith ms or complexity analysis for specific knowledge discovery problems.

### 8.6 Bibliographic notes

Many of the concepts and ideas of this and the previous chapter are known in different contexts. These chapters are, however, among the first attempts to provide a unified viewpoint to several knowledge discovery tasks and a generic algorithm for those tasks. Parts of the material of these chapters ave been published in [61].
Algorithm 7.6 is based on the breadth-first search strategy, and it uses a specialization relation for safely pruning branches of the search tree, both
well known search methods. The idea of checking all more well known search methods. The idea of checking all more general patterns
when generating candidates has, however, been missed, e.g., in the original aloorithm for discovering frequent sets [1] and in the inference of inclusion dependencies [49,58]. In the area of machine learning, the version spaces of Mitchell [68] are the first systematic use of specialization relations and of Mitchell [68] are the first systematic use of specialization relations and
concepts similar to our border. Mitchell's learning task is different from ours, concepts similar to our border. Mitchell's learning task is different from ours,
but conceptually Mitchell's set $S$ of the most specific consistent patterns but conceptually Mitchell's set $S$ of the most specific consistent patterns
is the same as our positive border. -A generic viewpoint to knowledge discovery algorith ms, similar to ours, has been expressed in [79].

There are several knowledge discovery settings that can be seen as the discovery of all frequent patterns. We very briefly contrast the described approach with two important systems, Explora and Claudien.

Explora [53] is a system for discovering patterns describing outstanding subgroups of a given database. Explora employs specialization relations: it organizes patterns into hierarchies and lets the user specify which are specialization relations with respect to the domain and the user's interests. The algorithm repeatedy evaluates patterns along paths between the most general and the most specific patterns until the border is located. The specialization relations are used to prune from evaluation those patterns for which the truth of selection criterion is already known.
Claudien [13] discovers minimally complete first order clausal theories from databases; in our terms a minimally complete theory roughly corresponds to the positive border. Claudien discovers the positive border by finding those patterns that are not frequent, i.e., by a conversed strategy. Due to the large number of patterns, in particular the nu mber of patterns in individual levels, the implementation of Claudien uses depth-first search in order to save space. Therefore Claudien canno take funl advantage of he specialization rela ion. may g un patterns.
In genera, the dephe useful if the collections criterion from the database is cheap. Pratt [46], a system for the discovery of patterns in protein sequences, is a good example of such an application. Since the total size of the analyzed sequences is not large, Pratt can store the data in main memory and even use index structures that are significantly
larger than the original data. Evaluating the selection criterion is thus fast, possibly even faster than evaluating whether a potential candidate is a valid candidate or not.
Methods that use sampling in the discovery of frequent sets have been given in [84].
The problem complexity of these settings has not received much attention. Some lower bounds for the problem of finding all frequent sets are given in $[2,62]$. The relevance of transversals to computing the theory of a model has been known in the context of finding functional dependencies [59] and several other specific problems [18]. The complexity of computing the
minimal transversals of a hypergraph has long been open; see [34, 67] for minimal transversals of a hypergraph has long been open, see [ 34,67 for time $\mathcal{O}\left(n^{\mathcal{O}(\log n)}\right)$, where $n$ is the sum of the sizes of the edges of both the hypergraph and its minimal transversals [26,50] The connection of the border and transversals have been recently strengthened [33].

## Chapter 9

## Sampling large databases for frequent sets

The size of the data collection has an essential role in data mining. Large data sets are necessary for reliable results-unfortunately, however, the efficiency of mining algorithms depends significantly on the database. The time complexity of the frequent set discovery algorithm is linear with respect to the number of rows in the database. However, the algorithm requires muliple passes over the dat abase, and subsequently the database size In this chap we mor
In this chaptre wo passes over the database. The idea is to pick a random sample from the whole database, and then to verify the results with the rest of the database These algorithms thus produce a correct set of association rules in one full pass over the database. In those rare cases where our sampling method does pass over the database. In those rare cases where our sampling method does
not produce all frequent sets, the missing sets can be found in a second pass. not produce all frequent sets, the missing sets can be found in a seco
The concept of negative border turns out to be useful in this task.

We describe our sampling approach for discovering association rules in Section 9.1. In Section 9.2 we analyze the goodness of the sampling method, e.g., the relation of sample size to the accuracy of results. In Section 9.3 we give variations of algorithms and experimental results. The results show that the methods reduce the disk activity considerably, making the approach attractive especially for large databases. This chapter is based on [84].

### 9.1 Sampling in the discovery of frequent sets

An obvious way of reducing the database activity of knowledge discovery is to use only a random sample of the database and to find approximate egularities. In other words, one can trade off accuracy against efficiency

Algorithm 9.1
Input: A binary database $r$ over a set $R$, a frequency threshold min_fr, a sample size $s_{-} s i z e$, and a lowered frequency threshold low $f_{r}<$ min_f $_{-} r_{\text {. }}$
Output: The collection $\mathcal{F}(r, m i n-f r)$ of frequent sets and their frequencies, or its subset and a failure report.
subset and
Method:
compute $s:=$ a random sample of size $s_{-}$size from $r$
// Find frequent sets in the sample:
compute $\mathcal{S}:=\mathcal{F}(s$, low $f r)$ in main memory using Algorithm 2.14;
5. I/ Database pass: compute $\mathcal{R}:=\left\{X \in \mathcal{S} \cup \mathcal{B} d^{-}(\mathcal{S}) \mid f r(X, r) \geq\right.$ min $\left.f r\right\}$ using Algorithm 2.22 ;
7. for all $X \in \mathcal{R}$ do output $X$ and $f r(X, r)$;
if $\mathcal{R} \cap \mathcal{B} d^{-}(\mathcal{S}) \neq \emptyset$ then report that there possibly was a failure
memory can give reasonably accurate results. Or, approximate results from a sample can be used to set the focus for a more complete discovery phase.

It is often important to know the frequencies and confidences of association rules exactly. In business applications, for example for large volumes of supermarket sales data, even small differences can be significant. When relying on results from sampling alone, one also takes the risk of losing valid association rules altoget her because their frequency in the sample is below the threshold.

Using a random sample to get approximate results is fairly straightforward. Below we give bounds for sample sizes, given the desired accuracy of the results. We show further that exact frequencies can be found efficiently, by analyzing first a random sample and then the whole database as follows. Use a random sample to locate a superset $\mathcal{S}$ of the collection of frequent sets. A superset can be determined efficiently by applying Algorithm 2.14 on the sample in main memory, and by using a lowered frequency threshold. Then use $\mathcal{S}$ as the collection of candidates, and compute the exact frequencies of the sets from the rest of the database. This approach, when successful, case. case.
Algorithm 9.1 presents the principle: search for frequent sets in the ample, but use a lower frequency threshold so that it is unlikely that frequent sets are missed.

The concept of negative border is useful here. As was noted in the previous chapter, the border has to be inspected when discovering frequent sets. It is thus not sufficient to locate a superset $\mathcal{S}$ of $\mathcal{F}\left(r, \min _{f} r\right)$ $\mathcal{F}\left(r\right.$ min sample and then to evaluate $\mathcal{S}$ in $r$. Rather, $\mathcal{d ^ { - }}\left(\mathcal{F}\left(r, \mathcal{B}_{d}(\mathcal{S})\right.\right.$ is a superset of this collection if $\mathcal{S}$ is a superset of $\mathcal{F}(r$, minfr $r$ ), so we check the union. Sometimes, however, it happens that we find out that not all
necessary sets have been evaluated
Definition 9.2 There has been a failure in the sampling if all frequent sets are not found in one pass, i.e., if there is a frequent set $X$ in $\mathcal{F}\left(r, \min f_{r}\right)$ that is not in $\mathcal{S} \cup \mathcal{B} d^{-}(\mathcal{S})$. A miss is a frequent set $Y$ in $\mathcal{F}(r$, min_fr $)$ that is in $\mathcal{B} d^{-}(\mathcal{S})$.

If there are no misses, then the sampling has been successful. Misses themselves are not a problem: they are evaluated in the whole database, and thus they are not actually missed by the algorithm. Misses, however, indicate a potential failure. Namely, if there is a miss $Y$, then some superset of $Y$ might be frequent but not in $\mathcal{S} \cup \mathcal{B} d^{-}(\mathcal{S})$. A simple way to recognize a potential failure is thus to check if there are any misses.

## Theorem 9.3 Algorithm 9.1 works correctly.

Proof Clearly, on lines 5 and 7 , a collection of frequent sets is computed and output. We need to show that if no failure report is given, then all frequent sets are found, and that if all frequent sets are not found, then a failure report is, in turn, given.

If there is no failure report, i.e., if $\mathcal{R}$ and $\mathcal{B} d^{-}(\mathcal{S})$ are disjoint, then $\mathcal{R} \subseteq \mathcal{S}$, and $\mathcal{B} d^{-}(\mathcal{R}) \subseteq \mathcal{S} \cup \mathcal{B} d^{-}(\mathcal{S})$. Thus the whole negative border $\mathcal{B} d^{-}(\mathcal{R})$ has been evaluated, and all frequent sets are found. If all frequent sets are not found, i.e., if there is a frequent set $X$ that is not in $\mathcal{S} \cup \mathcal{B} d^{-}(\mathcal{S})$, then there exists a set $Y$ in $\mathcal{B} d^{-}(\mathcal{S})$ such that $Y \subseteq X$ and $Y$ is frequent. This set $Y$ is thus in $\mathcal{R} \cap \mathcal{B} d^{-}(\mathcal{S})$, and a failure is reported.

Example 9.4 Assume that we have a binary database $r$ with 10 million rows over items $A, \ldots, F$, and that we want to find the frequent sets with the threshold 0.02 . Algorithm 9.1 randomly picks a small fraction $s$ of $r$, say 20000 rows, and keeps this sample $s$ in main memory. The algorithm can now, without any further database activity, discover efficiently the sets that are frequent in the sample
To make it very probably that the collection of frequent sets in the sample includes all sets that really are frequent in $r$, the frequency threshold is lowered to, say, 0.015 . So Algorithm 9.1 determines the collection $\mathcal{S}=$ $\mathcal{F}(s, 0.015)$ from the sampled 20000 rows. Let the maximal sets of $\mathcal{S}$, i.e., the positive border $\mathcal{B} d^{+}(\mathcal{S})$, be

$$
\{A, D\},\{B, D\},\{A, B, C\},\{A, C, F\} .
$$

Since the threshold was lowered, $\mathcal{S}$ is likely to be a superset of the collection $\mathcal{F}(r, 0.02)$ of frequent sets. In the pass over the rest of the database $r$, the frequency of all sets in $\mathcal{S}$ and $\mathcal{B} d^{-}(\mathcal{S})$ is evaluated. That is, in addition to

## Algorithm 9.5 <br> Input: A binary database $r$ over a set $R$, a frequency threshold minfr, a subset $\mathcal{S}$ of $\mathcal{F}(r$, min $f r)$, and a subset $\mathcal{S}^{-}$of $\mathcal{B} d^{-}(\mathcal{F}(r$, min $f r))$ <br> Output: Method: <br> $\begin{array}{ll}\text { 1. } & \text { repeat compute } \mathcal{S}:=\mathcal{S} \cup\left(\mathcal{B} d^{-}(\mathcal{S}) \backslash \mathcal{S}^{-}\right) \text {until } \mathcal{S} \text { does not grow; } \\ \text { 2. } & \text { compute } \mathcal{R}:=\{X \in \mathcal{S}|f r(X, r)\rangle \text { min_fr; }\end{array}$ <br> $\begin{array}{ll}\text { 1. } & \text { repeat compute } \mathcal{S}:=\mathcal{S} \cup\left(\mathcal{B} \mathcal{S}^{-}(\mathcal{S}) \backslash \mathcal{S}-\mathcal{S}^{-}\right) \text {u } \\ \text { 2. } & \text { compute } \mathcal{R}:=\{X \in \mathcal{S} \mid f(X, r) \geq \text { min } \\ \text { 3. } & \text { for all } X \in \mathcal{R} \text { do output } X \text { and } f r(X, r) ;\end{array}$

he sets that are frequent in the sample, we evaluate also those candidates that were not frequent, i.e., the negative border
$\{E\},\{B, F\},\{C, D\},\{D, F\},\{A, B, D\}$.
The goal is to discover the collection $\mathcal{F}(r, 0.02)$. Let the sets

$$
\{A, B\},\{A, C, F\} .
$$

and their subsets be the frequent sets. All frequent sets are in $\mathcal{S}$, so they are evaluated and their exact frequencies are known after the full database pass. We also know that we have found all frequent sets since also sets

$$
\{D\},\{E\},\{B, C\},\{B, F\},
$$

i.e., sets in the negative border of $\mathcal{F}(r, 0.02)$, were evaluated and found to be non-frequent.

Now assume a slightly different situation, where the set $\{B, F\}$ turns out to be frequent in $r$, that is, $\{B, F\}$ is a miss. The set $\{A, B, F\}$ could be frequent in $r$, since all its subsets are. In this case Algorithm 9.1 reports that there possibly is a failure

The problem formulation is now the following: given a database $r$ and a frequency threshold min_fr, use a random sample $s$ to determine a collection $\mathcal{S}$ of sets such that $\mathcal{S}$ contains with a high probability the collection of frequent sets $\mathcal{F}(r, \min f r)$. For efficiency reasons, a secondary goal is that $\mathcal{S}$ does not contain unnecessarily many other set
In the fraction of cases where a possible failure is reported, all frequent sets can be found by making a second pass over the database. Algorith m 9.5 The algorith m simply computes the collection of all sets that possibly could be frequent. The parameter $\mathcal{S}$ is the collection of frequent sets found by Algorithm 91 and $\mathcal{S}^{-}$is the collection of non-frequent candidates of Altorithm 9.1. The collection $\mathcal{B d ^ { - }}(\mathcal{S})$ can be located in a similar way as candidates are generated.

Theorem 9.6 Algorithm 9.5 works correctly.
Proof All sets computed and output on lines 2 and 3 are clearly frequent. To see that all frequent sets are output, consider any frequent set $X$ and assume the contrary: $X$ is not in $\mathcal{S}$ after line 1. Let $Y \subset X$ be the smallest assume the contrary: $X$ is not in $\mathcal{S}$ after line 1. Let $Y \subseteq X$ be the smallest the negative border $\mathcal{B} d^{-}(\mathcal{S})$. The only possible reason for $Y$ being excluded the negative border $\mathcal{B} d^{-}(\mathcal{S})$. The only possible reason for $Y$ being excluded
from $\mathcal{S}$ is that it is in $\mathcal{S}^{-}$. This is, however, a contradiction, since $Y$ must be frequent. Thus all frequent sets are output.

The number of candidates in the second pass can, in principle, be too large to fit in the main memory and to be handled in one database pass. This can happen when the sample is very bad and gives in accurate results.

### 9.2 Analysis of sampling

Let us now analyze the relation of sample size to the accuracy of results. We first consider how accurate the frequencies computed from a random sample are. As has been noted before, samples of reasonable size provide good approximations for frequencies of sets $[2,62]$. Related work on using a sample for approximately verifying the truth of arbitrary sentences of relational tuple calculus is considered in [51].
Definition 9.7 Given an item set $X \subseteq R$ and a random sample $s$ of a binary database over $R$, the error $e(X, s)$ is the difference of the frequencies:

$$
e(X, s)=|f r(X, s)-f r(X)|,
$$

where $f r(X)$ is the frequency of $X$ in the database from which $s$ was drawn. awn.
$\square$

To analyze the error, we consider sampling with replacement. The reason is that we want to avoid making other assumptions of the dat abase size except that it is large. For sampling with replacement the size of the database has no effect on the analysis, so the results apply, in principle, on infinitely large databases. Note also that for very large databases there is practically no difference between sampling with and without replacement.

In the following we analyze the random variable $|\mathcal{M}(X, s)|$, that is, the number of rows in the sample $s$ that contain $X$. The random variable has binomial distribution $B(|s|, f r(X))$, i.e., the probability of $|\mathcal{M}(X, s)|=c$, denoted $\operatorname{Pr}[|\mathcal{M}(X, s)|=c]$, is

$$
\binom{|s|}{c} f r(X)^{c}(1-f r(X))^{|s|-c} .
$$

First consider the necessary size of a sample, given requirements on the size of the error. The following theorem gives a lower bound for the size of

| $\varepsilon$ | $\delta$ | Sample size |
| :--- | :--- | ---: |
| 0.01 | 0.01 | 27000 |
| 0.01 | 0.001 | 38000 |
| 0.01 | 0.0001 | 50000 |
| 0.001 | 0.01 | 2700000 |
| 0.001 | 0.001 | 3800000 |
| 0.001 | 0.0001 | 5000000 |

Table 9.1: Sufficient sample sizes, given $\varepsilon$ and $\delta$.
the sample, given an error bound $\varepsilon$ and a maximum probability $\delta$ for an error that exceeds the bound

Theorem 9.8 Given an item set $X$ and a random sample $s$ of size

$$
|s| \geq \frac{1}{2 \varepsilon^{2}} \ln \frac{2}{\delta}
$$

the probability that $e(X, s)>\varepsilon$ is at most $\delta$.
Proof The Chernoff bounds give the result $\operatorname{Pr}[|x-n p|>a]<2 e^{-2 a^{2} / n}$, where $x$ is a random variable with binomial distribution $B(n, p)[5]$. For the probability at hand we thus have
$\operatorname{Pr}[e(X, s)>\varepsilon]=\operatorname{Pr}[|f r(X, s)-\operatorname{fr}(X)| \cdot|s|>\varepsilon|s|] \leq 2 e^{-2(\varepsilon|s|)^{2} /|s|} \leq \delta$.
$\square$
Table 9.1 gives values for the sufficient sample size $|s|$, for $\varepsilon=0.01,0.001$ and $\delta=0.01,0.001,0.0001$. With the tolerable error $\varepsilon$ around 0.01 , samples of a reasonable size suffice. For instance, if a chance of 0.0001 for an error of more than 0.01 is acceptable, then a sample of size 50000 is sufficient. For many applications these parameter values are perfectly reasonable. In such cases, approximate rules can be produced based on a sample, i.e., in constant time independent of the size of $r$. With tighter error requirements the sample sizes can be quite large

The result above is for a given set $X$. The following corollary gives a esult for a more stringent case: given a collection $\mathcal{S}$ of sets, with probability $1-\Delta$ there is no set in $\mathcal{S}$ with error at least $\varepsilon$.

Corollary 9.9 Given a collection $\mathcal{S}$ of sets and a random sample $s$ of size

$$
|s| \geq \frac{1}{2 \varepsilon^{2}} \ln \frac{2|\mathcal{S}|}{\Delta},
$$

the probability that there is a set $X \in \mathcal{S}$ such that $e(X, s)>\varepsilon$ is at most $\Delta$.

Proof By Theorem 9.8, the probability that $e(X, s)>\varepsilon$ for a given set $X$ is at most $\frac{\Delta}{|s|}$. Since there are $|\mathcal{S}|$ such sets, the probability in question is at most $\Delta$.
The Chernoff bound is not always very tight, and in practice the exact probability from the binomial distribution or its normal approximation are more useful.
Consider now the proposed approach to finding all frequent sets exactly. The idea was to locate a superset of the collection of frequent sets by discovering frequent sets in a sample with a lower threshold. Consider first the following simple setting: take a sample as small as possible but such that it s likely to contain all frequent sets at least once. What should the sample size be?

Theorem 9.10 Given a set $X$ with $f r(X) \geq \min _{-} f r$ and a random sample $s$ of size

$$
|s| \geq \frac{1}{m_{i n}-f r} \ln \frac{1}{\delta},
$$

the probability that $X$ does not occur in $s$ is at most $\delta$
Proof We apply the following inequality: for every $x>0$ and every real nu mber $b$ we have $\left(1+\frac{b}{x}\right)^{x} \leq e^{b}$. The probability that a frequent set $X$ does not occur on a given row is at most $1-m i n$ _fr. The probability that $X$ does ot occur on any row is then at most $(1-\text { min_f } \mid r)^{|s|}$, which is further bounded by the inequality by $e^{-|s| \min n_{n} f r} \leq \delta$.

The sample size given by the theorem is small, but unfortunately the approach is not very useful: a sample will include a lot of garbage, i.e., sets that are not frequent nor in the border. For instance, a single row containing 20 items has over a million subsets, and all of them would then be checked from the whole database. Obviously, to be useful the sample must be larger. It is likely that best results are achieved when the sample is as large as can conveniently be handled in the main memory.
We move on to the following problem. Assume we have a sample $s$ and a collection $\mathcal{S}=\mathcal{F}(s$, low_fr) of sets. What can we say about the probability of a failure? We use the following simple approximation. Assuming that he sets in $\mathcal{B} d^{-}(\mathcal{S})$ are independent, an upper bound for the probability of failure is the probability that at least one set in $\mathcal{B} d^{-}(\mathcal{S})$ turns out to be

## requent in $r$.

This approximation tends to give too large probabilities. Namely, a set $X$ in $\mathcal{B} d^{-}(\mathcal{S})$ that is frequent in $r$, i.e., an $X$ that is a miss, does not necessarily
indicate a failure at all. In general there is a failure only if the addition of $X$ indicate a failure at all. In general there is a failure only if the addition of $X$
to $\mathcal{S}$ would add sets to the negative border $\mathcal{B} d^{-}(\mathcal{S})$; often several additions to $\mathcal{S}$ are needed before there are such new candidates. Note also that the assumption that sets in $\mathcal{B} d^{-}(\mathcal{S})$ are independent is unrealistic.

An interesting aspect is that this approximation can be computed on the fly when processing the sample. Thus, if an approximated probability of a failure needs to be set in advance, then the frequency threshold $l o w_{-} f r$ can be adjusted at run time to fit the desired probability of a miss. A variation of Theorem 9.8 gives the following result on how to set the lowered frequency threshold so that misses are avoided with a high probability.

Theorem 9.11 Given a frequent set $X$, a random sample $s$, and a probability parameter $\delta$, the probability that $X$ is a miss is at most $\delta$ when

$$
l o w_{-} f r \leq m i n_{\_} f r-\sqrt{\frac{1}{2|s|} \ln \frac{1}{\delta}} .
$$

Proof Using the Chernoff bounds again-this time for one-sided error-we have

$$
\begin{equation*}
\operatorname{Pr}[f r(X, s)<l o w-f r] \leq e^{-2\left(\sqrt{\frac{1}{2 \mid s} \ln \frac{1}{\delta}}|s|\right)^{2} /|s|}=\delta . \tag{ㅁ}
\end{equation*}
$$

Consider now the number of sets checked in the second pass by Algorithm 9.5 , in the case of a potential failure. The collection $\mathcal{S}$ can, in principle, grow a lot. Each independent miss can in the worst case generate as many new candidates as there are frequent sets. Note, how he probability that any given set is a miss is at most $\delta$, then the probability of $l$ independent misses can be at most $\delta^{l}$.

### 9.3 Experiments

We now describe the experiments we conducted to assess the practical feasibility of the sampling method for finding frequent sets. In this section we also present variants of the method and give experimental results.

Test organization We used three synthetic data sets from [3] in our tests. These databases model supermarket basket data, and they have been used as benchmarks for several association rule algorithms $[2,3,40,73,77]$. The central properties of the data sets are the following. There are $|R|=1000$ r| of rows is approximately 100000 . The arer sets, i.e sets in the positive border, is 2,4 or 6 . Table 92 summarizes the parameters for the data sets; see [3] for more details of the data generation
We assume that the real data collections from which association rules re discovered can be much larger than the test data sets. To make the experiments fair we use sampling with replacement. This means that the

| Data set name | $\|R\|$ | $T$ | $I$ | $\|r\|$ | Size (MB) |
| :--- | ---: | ---: | ---: | ---: | ---: |
| T..I..D.D00K | 1000 | 5 | 2 | 97233 | 2.4 |
| T10.I4.D100K | 1000 | 10 | 4 | 98827 | 4.4 |
| T20.I6. D100K | 1000 | 20 | 6 | 99941 | 8.4 |

Table 9.2: Synthetic data set characteristics ( $T=$ row size on average, $I=$ size of sets in the positive border on average).

| Frequency | Sample |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| threshold | 20000 | 40000 | 6000 | 80000 |
| 0.0025 | 0.00 | 0.0 | 0.0018 | 0.0019 |
| 0.0050 | 0.0034 | 0.00 | 0.0040 | 1 |
| 0.0075 | 0.0055 | 0.0061 | 0.006 | 0.0065 |
| 0.0100 | 0.0077 | 0.0083 | 0.0086 | 0.0088 |
| 0.0150 | 0.0122 | 0.0130 | 0.0133 | 0.0135 |
| 0.0200 | 0.0167 | 0.0177 | 0.018 | 0.018 |

Table 9.3: Lowered frequency thresholds for $\delta=0.001$.
eal data collections could have been arbitrary large data sets such that hese data sets represent their distributional properties.
We considered sample sizes from 20000 to 80000 . Samples of these sizes are large enough to give good approximations and small enough to be handled in main memory. Since our approach is probabilistic, we repeated every experiment 100 times for each parameter combination. Altogether, over 10000 trials were run

Number of misses and database activity We experimented with Algorithm 9.1 with the above mentioned sample sizes 20000 to 80000 . We selected the lowered threshold so that the probability of missing any given frequent set $X$ is less than $\delta=0.001$, i.e., given any set $X$ with $f r(X) \geq$ min_fr, we have $\operatorname{Pr}\left[f r(X, s)<l o w_{-} r i \leq 0.001\right.$. The lowered threshold depends on the frequen $P$, in 3 sut size. The low given in Tabilitien fial distribution, no form ounds. ounds
Figure 9.1 shows the number of database passes for the three different types of algorithms: Algorithm 2.14, Partition, and the sampling Algorithm 9.1. The Partition algorithm [77] was discussed already shortly in Chapter 2. It is based on the idea of partitioning the database to several parts, each small enough to be handled in main memory. The algorithm


Figure 9.1: The number of database passes made by frequent set algorith ms.
almost always makes two passes over the database: in the first pass, it uses a variant of Algorithm 2.14 to find frequent sets in each partition, and in the second pass it checks in the whole database all sets that were frequent in at least one partition. Each of the data points in the results shown for erpor 100 trials.
Explaining the results is easy. Algorithm 2.14 makes $L(+1)$ passes over the database, where $L$ is the size of the largest frequent set. The Partition algorithm makes two passes over the database whenever there are any frequent sets. For Algorithm 9.1, the fraction or trials with misses is expected frequency relatively close to the threshold and are thus likely misses in a smple. The algorithm has succeeded in fing all frequent sets in one pass in almost all cases. The number of database passes made by Partition al gorithm is practically twice that of Algorithm 9.1, and the number of passes of Algorithm 2.14 is up to six times that of Algorithm 9.1.
T5.12.D100K

| Frequency <br> threshold | 20 | 000 | 40 | Sample size |
| ---: | ---: | ---: | ---: | ---: |
| 0.00000 | 80 | 000 |  |  |
| 0.0025 | 0 | 1 | 0 | 0 |
| 0.0050 | 0 | 1 | 0 | 1 |
| 0.0075 | 0 | 0 | 0 | 0 |
| 0.0100 | 0 | 0 | 0 | 0 |
| 0.0150 | 0 | 0 | 0 | 0 |
| 0.0200 | 0 | 0 | 0 | 0 |

T10.I4.D100K

| Frequency <br> threshold | 20 | 000 | 40 | Sample size |
| ---: | ---: | ---: | ---: | ---: |
| 0.000 | 60 | 000 | 80000 |  |
| 0.0050 | 0 | 2 | 1 | 1 |
| 0.0075 | 0 | 1 | 1 | 1 |
| 0.0100 | 1 | 0 | 1 | 1 |
| 0.0150 | 0 | 2 | 0 | 0 |
| 0.0200 | 0 | 0 | 0 | 0 |

T20.I6. D100K

| Frequency <br> threshold | 20 | 000 | 40 | Sample size |
| ---: | ---: | ---: | ---: | ---: |
| 0.001000 | 60 | 000 | 80000 |  |
| 0.0150 | 0 | 0 | 0 | 0 |
| 0.0150 | 1 | 1 | 1 | 0 |
| 0.0200 | 0 | 1 | 0 | 2 |

## Table 9.4: Number of trials with misses.

Table 9.4 shows the nu mber of trials with misses for each data set, sample ize, and frequency threshold. In each set of 100 trials, there have been zero to two trials with misses. The overall fraction of trials with misses was 0.0038 We repeated the experiment with $\delta=0.01$, i.e., so that the probability of missing a given frequent set is at most 0.01 . This experiment gave misses in fraction 0.041 of all the trials. In both cases the fraction of trials with misses was larger than $\delta$, but of the same magnitude.

The actual amount of reduction in the database activity depends on the atabase stor age structures. For instance, if the database has 10 million rows, a dise block contains on average 100 rows, and the sample size is 20000 , then randomly drawing each row in separation is, of course, to draw whole blocks of rows to the sample. Depending on how randomly the rows have been assigned to the blocks, this method can give good or bad results. For the design and analysis of ampling mots see e g [72]. The related problem of sampling for query estimation is considered in [35].

| Frequency | Sample size |  |  |  | Algorithm 2.14 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| threshold | 20000 | 40000 | 60000 | 80000 |  |
| 0.0050 | 382282 | 368057 | 359473 | 356527 | 318588 |
| 0.0075 | 290311 | 259015 | 248594 | 237595 | 188024 |
| 0.0100 | 181031 | 158189 | 146228 | 139006 | 97613 |
| 0.0150 | 52369 | 40512 | 36679 | 34200 | 20701 |
| 0.0200 | 10903 | 7098 | 5904 | 5135 | 3211 |

Table 9.5: Number of item sets considered for data set T10.I4.D100K.

The reduction in database activity is achieved at the cost of considering some item sets that Algorithm 2.14 does not generate and check. Table 9.5 shows the average number of sets considered for the data set T10.I4.D100K with different sample sizes and the number of candidate sets of Algorithm 2.14. The largest absolute overhead occurs with low thresholds, where the number of item sets considered has grown from 318588 by 64694 in the worst case. This growth is not significant for the total execution time since the item sets are handled entirely in main memory. The relative overhead is larger with higher thresholds, but since the absolute overheads are small the effect is negligible. Table 9.5 indicates that larger samples cause less overhead (with equally good results), but that for sample sizes from 20000 to 80000 the difference in the overhead is not significant.
To obtain a better picture of the relation of $\delta$ and the experimental number of trials with misses, we conducted the following test. We took 100 samples (for each frequency threshold and sample size) and determined the lowered frequency threshold that would have given misses in one out of the hundred trials. Figure 9.2 presents these results (as points), together with lines showing the lowered thresholds with $\delta=0.01$ or 0.001 , i.e., the fresulas corresponding to miss probabiities of 0.01 and 0.001 for a given frequent set. The frequency hresholds that give misses in fraction 0.01 of ments with a larger scale of sample sizes give comparable results. There are two explanations for the similarity of the values. One reason is that there are not necessarily many potential misses, i.e., not many frequent sets with frequency relatively close to the threshold. Another reason that contributes to the similarity is that the sets are not independent.
In the case of a possible failure, Algorithm 9.5 generates iteratively all new candidates and makes another pass over the database. In our experiments the number of frequent sets missed-when any were missed-was one or two for $\delta=0.001$, and one to 16 for $\delta=0.01$. The number of candidates checked on the second pass was small compared to the total number of item sets checked.


Figure 9.2: Frequency thresholds giving misses in 0.01 cases (points) and lowered thresholds with $\delta=0.01$ and 0.001 (lines)

Approximate $1-\Delta$ success probability Setting the lowered threshold for Algorithm 9.1 is not trivial: how to select it so that the probability of a failure is low but there are not unnecessarily many sets to check? An automatic way of setting the parameter would be desirable. Consider, for instance, an interactive mining tool. It would be useful to know in advance how long an operation will approximately take-or, in the case of mining association rules, how many database passes there will be,
We now present two algorithms that find all frequent sets in approximately fraction $1-\Delta$ of the cases, where $\Delta$ is given by the user. Under the assumption that sets in the negative border are independent, the algorithms are actually guaranteed to find the correct sets at least in fraction $1-\Delta$ of the cases. The first algorithm uses a simple greedy principle to find the optimal lowered threshold under the independence assumption. The other algorithm and it is therefore easy to incorporate into existing implementations. We present experimental results with this latter algorithm.

The greedy Algorithm 9.12 starts with an empty set $\mathcal{S}$, and it then decreases the probability of failure by adding the most probable misses to $\mathcal{S}$ until the approximated probability of a potential failure is at most $\Delta$.

```
Algorithm 9.12
Input: A binary database \(r\), a frequency threshold min_fr, a sample size \(s_{-}\)size, probability \(\Delta\).
Output: The collection \(\mathcal{F}\left(r, m i n_{-} f r\right)\) of frequent sets and their frequencies at least in fraction \(1-\Delta\) of the cases (assuming that the frequencies of any two sets \(X, Y\) are independent whenever \(X \nsubseteq Y\) and \(Y \nsubseteq X)\), and a subset of \(\mathcal{F}\left(r\right.\), min \(\left._{-} f\right)\) and a failure report in the rest of the cases.
```

```
1. \(\quad \stackrel{\text { compute }}{\mathcal{S}}:=\emptyset:=\) random sample of size \(s_{-} s i z e\) from \(r\);
/ Find frequent sets in the sample:
hile the estimated probability of a miss is larger than \(\Delta\) do select \(X \in \mathcal{B d}\)
\(\mathcal{S}:=\mathcal{S} \cup\{X\} ;\)
```



```
0. if \(\mathcal{R} \cap \mathcal{B} d^{-}(\mathcal{S}) \neq \emptyset\) then report that there possibly was a failure
```

Proof See the proof of Theorem 9.3 for the correctness of the output and failure reports. From the assumption of independence of sets it follows, in particular, that sets in $\mathcal{B} d^{-}(\mathcal{S})$ are independent. Then the probabilities can be easily computed on lines 4 and 5 , and the algorithm fails in less than fraction $\Delta$ of cases. Note also that a single miss does not always indicate a failure, and therefore the probability of a miss is an upper bound for the probability of a failure

The assumption of independence of sets in the algorithm is unrealistic For this reason $\Delta$ in practice only approximates (an upper bound of) the fraction of failures. Algorithm 9.14 is a simple variation of Algorithm 2.14. It utilizes also the failure probability approximation described in Section 9.2: it monitors the approximated probability of a miss and keeps the probability small by lowering the frequency threshold lowffr, when necessary, for the rest of the algorithm. When using Algorithm 2.14 for the discovery of frequent sets in a sample with the dynamic adjustment of the lowered threshold, the only modification concerns the phase where candidates are either added to $X$ collection of frequent sets or thrown away. Every time there is a candidate $X$ equat is thequal then lower the frequency threshod for to the frequency of $X$ in the saw), for the rest of the algorithm. Thus $X$ is eventually considered frequent in he sample, and so all following candidate sets that would increase the the sample, ability of miss at least as much as $X$. Werobability of a miss at least as much as $X$.
creases too much. Given a parameter $\gamma$ in $[0,1]$ the possibility of a miss

Algorithm 9.14
nput: A binary database $r$ over a set $R$, a sample size $s_{-}$size, a frequency threshold min_fry, a miss probability $\Delta$, and $\gamma \in[0,1]$.
Output: The collection $\mathcal{F}\left(r\right.$, min $\left.n_{-} r\right)$ of frequent sets and their frequencies at least in fraction $1-\Delta$ of the cases (assuming that the frequencies of any two sets $X, Y$ are independent whenever $X \nsubseteq Y$ and $Y \nsubseteq X)$, and a subset of $\mathcal{F}\left(r\right.$, min $_{f}(r)$ and a failure report in the rest of the cases.
Method
compute $s:=$ random sample of size $s_{-}$size from $r$;
$P:=0 ;$
$l o w f:=$ min_fr
$/ / \mathcal{C}_{1}:=\{\{A\} \mid A \in R\}$ frequent sets in the sample
$l:=\{\{A\} \mid A \in R\} ;$
while $\mathcal{C}_{l} \neq \emptyset$ d
$\mathcal{R}_{l}:=\boldsymbol{0}_{;}$
for all $X \in \mathcal{C}_{l}$ do
if $f r(X, s)<$ low $f r$ then
if $p /(\Delta-P)>\gamma$ then $l o w ; f:=f r(X, s)$
else $P:=1-(1-P)(1-p) ;$
$\mathcal{R}_{l} \cup\{X\} ;$
if $f r(X, s) \geq l_{\text {ow }} f r$
$l:=l+1 ;$
compute $\mathcal{C}_{l}:=\mathcal{C}\left(\mathcal{R}_{l-1}\right) ;$
compute $\mathcal{C}_{i}$
// Database pa
.
compute $\mathcal{R}:==X X \in U_{t} \mathcal{C}_{\perp} \mid f r(X, r) \geq$ min_fr ;

is lowered if the probability $p$ is larger than fraction $\gamma$ of the "remaining error reserve" $\Delta-P$. More complex heuristics for changing the fequency threshold could be developed, e.g., by taking into account the number of candidates on the level and whether the number of frequent sets per level is growing or shrinking. The observations made from Figure 9.2 hint that the owered threshold can be set in the start-up to roughly correspond to the desired probability of a miss, i.e., for $\Delta=0.01$ the lowered threshold could be set as for $\delta=0.01$.

## Theorem 9.15 Algorithm 9.14 works correctly.

Proof See the proof of Theorem 9.3 for the correctness of the output and failure reports. Consider the invariant that the variable $P$ is the probability that any of the sets in the negative border is a miss (under the assumption that sets in the negative border are independent), and that $0 \leq P \leq \Delta$.
The invariant holds trivially in the beginning, where $P$ is initialized to ero and no sets have been considered yet. We now show that the invariant continues to hold during the algorith m. On line 13, $P$ is updated for each set $X$ in the negative border in the sample, i.e., for each potential miss, to

| T5.12.D100 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Frequency | Sample size |  |  |  |
| 0.005 | 3 | 3 | 0 |  |
| 0.010 | 0 | 0 | 0 |  |

T10.14.D100K

| Frequency |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
| threshold | 20000 | 4000 | 60 | 000 |
| 00000 |  |  |  |  |
| 0.0075 | 1 | 4 | 2 | 1 |
| 0.0150 | 0 | 2 | 4 | 1 |


| T20.16.D100K |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline \begin{array}{l} \text { Frequency } \\ \text { threshold } \end{array} \end{aligned}$ | Sample size |  |  |  |
|  | 20000 | 40000 | 60000 | 80000 |
| 0.01 | 2 | 1 | 1 | 1 |
| 0.02 | 1 | 3 | 1 | 3 |

Table 9.6: Number of trials with misses with $\Delta=0.1$
correctly correspond to the total probability of a miss. Given non-negative eal nu mbers $p$ and $\Delta-P$ such that $p /(\Delta-P) \leq \gamma \leq 1$, we have $p \leq \Delta-P$. Thus the new value of $P$ is $1-(1-P)(1-p) \leq 1-(1-P)(1-(\Delta-P))=$ $\Delta+(P-\Delta) P$, and this is further bounded by $\Delta$ by the invariant itself. Thus the invariant continues to hold, and the probability of a miss when the program exits is $P \leq \Delta$

Remember, again, that a single miss does not necessarily indicate a failure, and thus $P$ is an upper bound for the probability of a failure. Since set in the negative border are not necessarily independent, the upper bound is only an approximation.

We tested Algorithm 9.14 with maximum miss probability $\Delta=0.1$ and dynamic adjustment parameter $\gamma=0.01$ for two frequency thresholds for each data set. The number of trials with misses is shown in Table 9.6. The number successfully remained below $100 \Delta=10$ in each set of experiments. that of 10 . The real $\gamma$ the algorithm ten to anservative and keeps a This is useful when there can be very many candidates. The negligible trade ff is that the algoithm may conider unecessaily man sets as frequent the sample.
To summarize briefly, the experiments show that the proposed approach works well in practice: all frequent sets can actually be found in almost one

## pass over the database. For the efficiency of mining association rules in large

 databases the reduction of disk $I / O$ is significant.
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