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ABSTRACT
The goal of automatic text summarization is to generate an
abstract of a document or a set of documents. In this paper
we propose a word association based method for generating
summaries in a variety of languages. We show that a robust
statistical method for finding associations which are specific
to the given document(s) is applicable to many languages.
We introduce strategies that utilize the discovered associa-
tions to effectively select sentences from the document(s) to
constitute the summary. Empirical results indicate that the
method works reliably in a relatively large set of languages
and outperforms methods reported in MultiLing 2013.

CCS Concepts
•Information systems → Summarization; Data min-
ing; •Computing methodologies → Semantic networks;
Information extraction; •Applied computing → Digital
libraries and archives;

Keywords
Natural language processing; text summarization; text min-
ing; co-occurrence analysis

1. INTRODUCTION
The amount of information on the Internet is growing so

rapidly that methods which are able to make it consumable
for users, e.g., by summarization, are becoming more im-
portant every day. The problem is emphasized with news
stories, where several news providers report on same events
using similar facts. Automatic text summarization is one
way to solve this problem by creating a comprehensive sum-
mary of a given set of documents. Effective summarization
potentially makes it much easier for the readers to obtain
the information efficiently.

In text summarization, one or more documents on some
topic are abstracted into a shorter text. Summarization
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methods are needed essentially for all written languages but
developing them separately is a huge effort. Motivated by
this need, we introduce a summarization method that makes
only some minimal assumptions about the language: that
the text can be split to sentences (based on punctuation)
and sentences further to words (based on white space). In
the experiments of this paper, we applied it successfully on
nine different languages without any language-specific re-
sources, tools, or tuning.

The method we propose analyses co-occurrences of words
in the given document and uses this information to pick suit-
able sentences from the document to produce a summary
for it. It has been shown before that discovery of document-
specific associations works well for summarization of the En-
glish language [12]. In this paper we extend the method and
show that this method is more universal; in particular, we
apply it to many languages and to multi-document summa-
rization.

A central task in text summarization is to detect what
is important in the given documents. The crux of the
method proposed here is to statistically identify pairwise
word associations which are characteristic and specific to
these documents. To a degree this is similar to finding rel-
evant words, e.g., using tf-idf. Obviously, associations (i.e.,
pairs of words) are more informative than individual words.

For instance, accident is a frequent word in news stories,
and so is Obama at the time of writing of this paper. A
hypothetical document talking about an accident to Pres-
ident Obama is characterized by the combination of these
two common words, and our goal is to be able to recog-
nize such unexpected combinations. In contrast, a purely
keyword-based method fails to discover the connection, and
may actually miss both words if they are sufficiently com-
mon in news in general.

On the other hand, the combination of Obama and pres-
ident in a news story is not interesting since it is not un-
expected. The method we use therefore down-weighs word
pairs that are frequent in general.

The main contributions of the paper are the following.

• Using document-specific word associations as a model
of the document, we propose two novel measures of
how well a summary represents that model. Both out-
perform the previous measure based on word associa-
tions [12]. We also consider two alternative optimiza-
tion techniques to find a set of sentences to be used as
the summary; one technique is a greedy one, the other
one uses a genetic algorithm.



• The method is based on a simple model: a document is
a set of sentences, and each sentence is a set of words.
This makes the method easily applicable to different
languages; we have used it on nine languages without
any language-specific pre-processing at all. The model
also makes multi-document summarization trivial: a
set of documents is simply a larger set of sentences.

• The method outperforms existing methods when
tested in multi-document summarization tasks in nine
different languages; we evaluated the method experi-
mentally on the tasks of MultiLing 2013 [9], an event
for multilingual multi-document summarization. In six
languages it gives the best results, in the remaining
three it is among the best ones.

The strong empirical results in document summarization
suggest that document-specific associations do capture es-
sential aspects of the documents across several languages.
There probably are other applications for such automati-
cally extracted information besides summarization.

In the rest of the paper we will first give an overview of
related work in language-independent text summarization.
In Section 3 we describe the problem formally. We continue
by introducing the method in Section 4. The performance of
the method is assessed empirically in Section 5. The paper
is concluded in Section 6.

2. RELATED WORK
Text summarization is the task of automatically building

short summaries of longer documents. It is a well-studied
area, addressed with two main approaches. The first ap-
proach is to select existing sentences (or phrases or words)
to form the summaries, in what is termed“extraction-based”
summarization. In contrast, “abstraction-based” methods
use natural language generation methods to represent the
original document in a condensed form. Hybrids exist where
sentences are altered, using techniques such as sentence com-
pression around the key parts of the text. In addition, all of
these approaches can either be supervised or unsupervised.

In this paper, we focus on unsupervised approaches, in
which there is no human intervention in the summariza-
tion process whatsoever. An exhaustive review of such tech-
niques is provided by Nenkova and McKeown [20]. Further,
we focus on extraction-based approaches.

To perform unsupervised summarization, several tech-
niques rely on Latent Semantic Analysis (LSA) [5] as their
basis (e.g. [11]). An example of purely unsupervised summa-
rization is the DSDR method of He et al. [13]. This approach
generates a summary by using sentences that best “recon-
struct” the original document, in its diversity. This work has
been extended by combining document reconstruction and
topic decomposition [23].

An approach more closely related to ours is that of Baralis
et al. [1, 2] who treat sentences as sets of items (i.e., words)
and choose the sentences by using an approach based on
frequent weighted itemsets. The difference to our method is
that we neither use frequent itemsets nor association rules
but exploit all pairs of words co-occurring in the same sen-
tence. Perhaps more importantly, our method calculates its
measure of relevance of associations by incorporating infor-
mation from a background corpus, in order to contrast the
document against general expectations about word associa-
tions.

A number of unsupervised methods take advantage of ad-
ditional linguistic resources. In particular, the Two-Tiered
Topic model by Celikyilmaz [4] uses Wordnet [19] and the
DUC-provided user query for selecting the summary sen-
tences. The Document Understanding Conference(DUC)
provides most evaluation procedures and collections in the
summarization field.

In this paper, our applications are in the specific task of
multi-document summarization, in which a single summary
needs to be constructed for a set of documents written about
the same topic. This task has been shown to be more com-
plex than single-document summarization as a larger set of
documents inevitably induces a wider thematic diversity [17,
18].

Few techniques are language-independent, unsuper-
vised and effective also in multi-document summarization.
The most successful approach of the multilingual multi-
document summarization workshop (MultiLing 2013) was
UWB [22], a method based on singular value decomposition
(SVD). UWB performed best in almost all the languages
tested in MultiLing 2013.

3. PROBLEM
We will next formulate the problem of text summariza-

tion. Since the evaluation of summaries is an integral part
of the problem, we also discuss methods to evaluate the gen-
erated summaries.

Formulation.
Let U be the universe of all possible sentences. We denote

by D the given set of documents to be summarized. We
ignore sentence order in documents, so each document d ∈ D
is simply a subset of all possible sentences, d ⊂ U .

Given a set of documents D, consisting in total of c words,
the task is to summarize it into a document d̂ consisting of
at most k words, where k � c. Conceptually the goal is
to create a document d̂ such that the information contained
in d̂ is in some sense as similar to the document set D as
possible:

d̂ = max
d′⊂U:
||d′||≤k

sim(d′, D),

where d′ can be any set of sentences consisting of at most k
words.

In extraction-based summarization, the universe U is re-
stricted to the sentences found in D, i.e., U =

⋃
d∈D d.

Evaluation.
Evaluation of summaries is difficult since the similarity

function sim() above is difficult if not impossible to define
objectively. In practical evaluations of summaries, it usually
is based on human assessment, or on some rough compu-
tational similarity measure between a computer-generated
summary and human-written summaries.

A classical method for automatic evaluation of summaries
is ROUGE [15], also used in this paper. ROUGE uses
n-gram analysis to calculate a similarity between human-
written model summaries and automatically generated sum-
maries. According to Lin and Hovy [16], ROUGE-1 score
corresponds best to human judgement. Giannakopoulos and
Karkaletsis have also proposed graph based measures Au-
toSummENG and MeMog for evaluating summaries [10].



They show that these measures correlate well with the
ROUGE-2 measure.

Complexity.
Extraction-based summarization is a restricted version of

the general summarization problem. Under some reasonable
assumptions the problem then reduces to a (weighted) set

cover problem [14]: we have to choose a set d̂ ⊂ U of sen-

tences such that d̂ maximally covers the information in D.
The set cover problem is known to be NP-hard, so even

if sim() could be defined optimally and even if it could be
computed efficiently, the problem would still remain compu-
tationally hard.

4. METHOD
The key problem in extraction-based summarization is

how to measure the importance of a sentence. We use a
method that estimates the importance of word pairs in the
given document, and then weighs a sentence by the word
pairs it contains.

4.1 Defining Document-Specific Word Associ-
ations

Let us start with some notation and simplifying assump-
tions we make.

Let T denote the set of all words. A sentence s is, in our
model, simply a set s = {t1, · · · , tk} of words ti ∈ T , i.e., we
ignore the order of words.

In the case of multi-document summarization, as in the
experiments of this paper, we simply consider the docu-
ments to be summarized as one long document ds =

⋃
d∈D d.

Multi-document summarization is thus trivially reduced to
single-document summarization.

Mixture Model for Word Co-occurrence.
The goal is to identify word associations that are more

common in the document than expected. We next describe
the statistical Mixture model for what is considered “ex-
pected”, following Gross et al. [12]. Co-occurrences of words
are here considered on sentence level. The Mixture model
considers and combines two aspects of what is expected.

First, if ti = Obama and tj = Putin are both frequent
within a document, then it is likely that they also co-occur
several times in the same sentence within the document. To
estimate this probability, the method needs frequencies of
ti and tj in the document ds to be summarized. These are
denoted by ni and nj , respectively, while nij denotes the
frequency of their co-occurrence and n the total number of
sentences in ds. Assuming that ti and tj are statistically
independent, their expected frequency of co-occurrence is
then Ed(nij) = ni · nj/n.

Second, if the pair ti = Barack and tj = USA co-
occurs frequently in news stories in general, then their co-
occurrence is not unexpected in a given news document ds.
In order to estimate how often word pairs are likely to co-
occur in general, the method also computes word and word
pair frequencies in a background corpus B. These frequen-
cies are denoted by mi, mj , mij , and m, similarly to the
counts obtained for the document ds. The expected fre-
quency of co-occurrence in ds then is EB(nij) = n ·mij/m.

The Mixture model combines these two models and esti-
mates the probabilities of words ti and tj and of their co-

occurrence, denoted by pi, pj and pij , respectively, as

pi = (ni +mi)/(n+m),

pj = (nj +mj)/(n+m),

pij = (ni · nj/n+mij)/(n+m).

Probabilities pi and pj are obtained in a straightforward
manner from the frequencies of ti and tj , respectively, in the
union of B and ds. This definition of pi equals the average of
probabilities ni/n and mi/m weighted by their sample sizes
n and m, respectively (and similarly for pj).

The probability pij of co-occurrence is conceptually also
estimated from the union of B and ds, but not using the
observed frequency of co-occurrence nij in ds—since we want
to estimate if it is unexpected or not—but instead under the
assumption that words ti and tj are statistically independent
in ds. This definition equals the average of probabilities
Ed(nij)/n and EB(nij)/n, weighted again by the sample
sizes n and m, respectively.

As can be seen from above, the method combines two
models into one mixture model: one based on the document
itself, another one based on the background; hence the name
Mixture. The motivation for using the Mixture model is that
we cannot always assume that the distributions between the
background and the document are similar, thus we draw
from both models.

Weighting Word Associations.
We use log-likelihood ratio (llr) to measure the unexpect-

edness of word associations in ds [6]. The measure com-
pares the fit of two multinomial models to the data, one is a
null model and the other is an alternative model. The null
model is the Mixture model described above, defining what
is expectable under the assumptions of the model. The al-
ternative model is the maximum likelihood model obtained
from ds, where probabilities are estimated directly from the
document itself: qi = ni/n; qj = nj/n; qij = nij/n.

The multinomial models actually have as their parame-
ters the probabilities of the mutually exclusive cases of co-
occurrence of ti and tj (pij ; already known from above), of
occurrence of ti without tj (denoted by pi−j), of occurrence
of tj without ti (denoted by p−ij), and of absence of both
(denoted by p−i−j). We can obtain these parameters easily
from the previously defined probabilities: pi−j = pi − pij ;
p−ij = pj − pij ; p−i−j = 1− pij − pi−j − p−ij .

The log-likelihood ratio is then computed as [6, 12]

LLR(ti, tj) = 2
∑

a∈{“ij”,“i−j”,
“−ij”,“−i−j”}

na(log pa − log qa).

Document-specific associations are now obtained by se-
lecting those word pairs for which the log-likelihood ratio
is greater than zero, LLR(ti, tj) > 0, and which co-occur at
least twice in the document ds. The latter condition reduces
noise caused by rare words and co-occurrences.

4.2 Sentence Selection
Document-specific associations presumably carry essential

information about the document, and earlier results indicate
that this is indeed the case, at least in English [12]. The
next task is to take advantage of the discovered document-
specific associations and pick sentences from the document
to generate a summary of it. In this paper, we will use three



strategies: a) pick sentences that cover as many of the associ-
ations as possible [12]; b) pick sentences that cover the most
central nodes in the term-association graph; c) combine the
two strategies above. We will next define sentence-scoring
functions for these three strategies, and then will consider
two optimization methods for picking the best possible sen-
tences.

As some of the components also incorporate graph al-
gorithms, we also consider a graph G = (V,E,W ), where
V =

⋃
s∈ds s is the set of nodes (all words in the document

ds),

E = {{ti, tj} | ti 6= tj ,∃s ∈ ds s.t. {ti, tj} ⊂ s}

is the set of edges (associations between words), and W :
V × V → R maps an edge e to a positive real number (i.e.
edge weight). The log-likelihood ratio LLR is used as the
edge weight, i.e., W (ti, tj) = LLR(ti, tj).

Covering Associations.
The assumption given above is that stronger associations

cover the most important relations between words in the
given document. Hence, having as many of the most impor-
tant associations also in the generated summary is a natural
goal [12]. However, rather than aiming to actually replicate
the document-specific associations in the summary, the aim
is to have many of them as word co-occurrences. In other
words, the goal is to pick sentences so that the words of
each important association co-occur in at least one sentence
of the summary. This choice is motivated by the need to
produce short summaries; statistics based on the number of
co-occurrences would indeed have large variance and would
not likely be reliable.

This task now reduces to the weighted set cover problem.
The best summary consists of the set of sentences that covers
as many of the heaviest associations (edges) as possible. The
score of a summary S (a set of sentences) is

cover(S) =
∑
e∈E:

∃s∈S s.t. e⊂s

W (e),

and the summarization task now reduces to finding the set
S of sentences that matheximizes the score, when the size
of the summary S is constrained to at most k words.

Covering Central Words.
We propose word-centrality as an alternative measure to

the graph coverage above. We still use word-associations,
but instead of covering associations (edges in the word as-
sociation graph), we aim to cover important words (nodes
in the word association graph). The rationale here is that
the most central words in the graph induced by pairwise
associations are central concepts of the document.

To measure the importance of words, given word asso-
ciations, we use the document graph G and calculate the
closeness centrality [8] for each of the nodes in the graph.
For a node v ∈ V , the centrality is

C(v) =
|V |∑

u∈V d(u, v)
,

where d(u, v) is the length of the shortest path between
nodes u and v; the length of a path is computed as the
sum of inverse weights 1/W (e) of its edges.

Similarly to the association cover, we now obtain a cen-
trality score for summary S as follows:

centrality(S) =
∑
v∈V :

∃s∈S s.t. v∈s

C(v).

Covering Associations and Central Words.
While both measures above are based on document-

specific word associations, it possible that they capture dif-
ferent nuances of the document. In case these differences
are complementary, some combination of the measures po-
tentially outperforms either one.

We propose to define such a combination simply as their
sum. However, to give both components roughly equal
weight, we first normalize both scores to be between 0 and 1:

combined(S) =
cover(S)∑

{ti,tj}∈E

W (ti, tj)
+
centrality(S)∑

v∈V

C(v)
.

Greedy Optimization Strategy.
As was already noted above, the problem of selecting an

optimal set of sentences to form summary S is NP-hard. We
will use two alternative heuristics this: a greedy strategy is
described in this subsection, and a method based a genetic
algorithm in the next one.

The standard greedy algorithm first takes the sentence
which covers as many word associations as possible, and
then chooses the next sentence ignoring the already covered
pairs [12]. We can directly apply the same greedy strategy
also to cover central words, or the combined measure.

For the sake of simplicity, consider the graph G induced
from the document ds and an initially empty set S = ∅, to
which sentences will be added to constitute the final sum-
mary. The score, according to which individual sentences
s are selected by the greedy approach, normalizes the ad-
ditional coverage given by a sentence s with its length |s|:
cover(s) =

∑
e∈E: e⊂s

W (e)/|s|.

Similarly, we obtain a sentence scoring function based on

word centrality: centrality(s) =
∑
t∈s

C(t)/|s|.

Algorithm 1 describes the greedy process for the origi-
nal graph cover. It can be easily adapted for centrality()
and combined(). The algorithm first selects the best-scoring
sentence ŝ and adds this to the summary, S = ŝ ∪ S. The
graph is next updated by removing from G all the edges
between nodes which co-occur in ŝ. This step downweighs
sentences that contain already covered pairs, and effectively
also prevents selection of duplicates. The sentence selection
and graph update process is then repeated until no more
sentences can be added to the summary within the limit
of k words. When applied to centrality() or combined(),
a record must be kept of words not yet covered. However,
node-centrality scores should not be updated in the process.

Genetic Algorithm.
The second approach for finding sentences which best

cover the document-specific associations or words is an evo-
lutionary algorithm. We chose the evolutionary algorithm
as an alternative optimization method as it makes few as-



Algorithm 1 Greedy Selection Algorithm

1: procedure GreedySelect
2: Input: ds, a set of sentences to be summarized
3: Output: S ⊂ ds, a summary of ds
4: S ← ∅ . An initially empty summary
5: ls← 0 . Current summary length
6: while ls < k do
7: ŝ← null
8: ŝ← argmax

s∈ds:
|s|+ls≤k

cover(s)

9: if ŝ = null then
10: break
11: end if
12: S ← S ∪ ŝ
13: for (ti, tj) ⊂ ŝ do
14: W (ti, tj)← 0
15: end for
16: ls← ls+ |s|
17: end while
18: return S
19: end procedure

Parameter Value
λ, population size 300
µ, number of best individuals

selected for producing offspring 100
crossover rate (probability of crossover) 0.3
mutation rate (probability of mutation) 0.7
number of iterations 150

Table 1: The parameters for the genetic algorithm.

sumptions about the underlying fitness landscape and it is
easy to apply to different kinds of problems.

For the evolutionary algorithm we need to define the
genome, mutation, crossover and scoring function. We de-
fined the genome to be a set of sentences (technically, sen-
tence identifiers). The crossover function is defined between
two individuals a and b (sets of sentences) and produces two
individuals a′ and b′ to the offspring. For each sentence in a
and b we will uniformly randomly assign the sentence to a′

or b′. The mutation function takes an individual a as input
and generates a new modified individual a′, by randomly
adding or removing a random sentence in a′. The scoring
function is either cover(S), centrality(S) or combined(S).
However, if the individual contains more than k words then
the score is 0.

We used the (µ+ λ) elitist strategy [21] for the optimiza-
tion and the DEAP [7] package for its implementation.

In order to use the strategy there is a number of param-
eters to set. The parameter values were obtained by rough
experimental analysis of the convergence speeds on the En-
glish language (Table 1).

5. EVALUATION
We next carry out an empirical evaluation of the pro-

posed method. The general aims are to obtain a view to
the overall performance of the method, and to the effects
of its various components (scoring methods, optimization
techniques). Specifically, we will look for answers to the
following questions. (1) Which graph based scoring method

captures the information of the documents best (i.e. cover(),
centrality(), combined())? (2) What is the effect of the op-
timization strategy on the results (greedy vs. genetic algo-
rithm)? (3) How reliably and consistently does the method
work for different languages? (4) How does the method per-
form in comparison to other systems?

5.1 Experimental Setup

Evaluation Method.
We will use the ROUGE [15] evaluation method for eval-

uating summaries. The ROUGE method uses the overlap
of n-grams between model summaries, written by humans,
and generated summaries to measure the similarity. For in-
stance, ROUGE-1 score just looks at unigrams, ROUGE-2
score looks at 2-grams and ROUGE-L looks for the longest
common sequence between two texts. The ROUGE score
breaks down into two components, precision and recall.
For evaluation we will use the combined score, F-measure,
computed as the harmonic mean between precision and re-
call. We originally attempted to use the evaluation method
MeMoG [10], also used in MultiLing 2013, but were not able
to reproduce the evaluation results published in MultiLing
so we resorted to ROUGE standard instead.

Dataset.
We use the MultiLing-2013 [9] dataset to evaluate our

method. The dataset contains documents in 10 different
languages – English, French, Chinese, Romanian, Spanish,
Hindi, Arabic, Hebrew, Greek and Czech. Our method as-
sumes that the text has been (or can trivially be) broken to
words. Since this assumption does not hold for Chinese, we
omitted it from our experiments.

MultiLing contains 15 topics for each language except for
French and Hindi, for which the number of topics is 10. On
average each topic consists of 10 documents which need to
be collectively summarized into a text of 250 words. In our
case, this multi-document summarization task is trivially re-
duced to single-document summarization by concatenating
the documents into one set of sentences. The background
corpus consists of the documents in the same language ex-
cept the documents being summarized.

Additionally, MultiLing 2013 has made available the sum-
maries generated by systems that participated in the event.
In our comparisons below with other systems, we have com-
puted ROUGE scores etc. for the other systems from the
original summaries they have provided, i.e., we did not re-
implement nor re-run any of the systems.

Notation.
We have above proposed several alternative configurations

for word-association based summarization, and we use the
following notation to denote these configurations. First, the
options for sentence-scoring are the graph cover measure (de-
noted by G), word centrality measure (C), and their combi-
nation (G+C). Second, optimization strategies for sentence
selection are the greedy method (GR) and the genetic algo-
rithm (GA). We refer to a combination of a scoring measure
and an optimization method by their concatenation, e.g.,
G GA refers to the graph cover scoring, optimized using a
genetic algorithm.

5.2 Sentence Scoring Methods
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Figure 1: The performance of the different scor-
ing methods with different optimization strategies.
Note that the y-axis is limited to the range 3− 3.5.

First, we will take a look at how the different sentence
scoring measures perform with different optimization meth-
ods. Instead of looking at individual languages here, we will
compare the total scores obtained over all the languages with
ROUGE-1. The scores for different combinations of scores
and optimization strategies can be seen in Figure 1.

Best results are obtained with the combined measure G+
C, followed by the word centrality-based measure C and
then the graph cover based measure G. The differences be-
tween these measures are relatively small, however. For the
question (1) we conclude that most likely both the word
centrality measure and the graph association measure cover
important parts of the document. As the G + C measure
performed in our experiment a bit better than either of the
individual measures alone, it suggests that the measures do
capture different nuances of the documents.

Between the two optimization methods (question 2), the
greedy algorithm tends to perform better than the genetic
algorithm (Figure 1). This is a slight surprise since the ge-
netic algorithm should be able to explore a much wider space
of possible summaries. The relatively poor performance of
the genetic algorithm here is probably due to the simplis-
tic setup; genetic algorithms designed specifically for the
weighted set cover problem are known to produce better
results than standard solutions [3]. The greedy method is
known to be suboptimal, but a positive interpretation of the
results here is that the greedy method actually performs well
and cannot be easily outperformed.

5.3 Language-Wise Performance
Next we will take a look at summarization performances

for individual languages, for the best variant G + C GR of
our method, as well as the participants of MultiLing 2013.
Our main aim in this subsection is to compare the stability
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Figure 2: A comparison between all systems for all
languages. Note that ID61 is not a real summariza-
tion method (see text).

of the performance or our method in different languages; a
systematic comparison to the other methods is provided in
the next subsection.

Before going to the results, let us introduce the baseline
methods for MultiLing 2013: a global baseline (ID6) and
a global topline (ID61). The global baseline system ID6 is
a simple vector space model based approach. It finds the
centroid C in the vector space and tries to generate text
which is most similar to the centroid, according to the co-
sine measure. The global topline method ID61 is not a real
summarization method, it is an approximation of the upper
limit of performance in extraction-based summarization. It
works similarly to ID6, but “cheats” by using human-written
summaries to generate the vector space, and then chooses
sentences from the original documents to create text which
is most similar to the centroid. Among the summarization
methods of MultiLing 2013, ID4 denotes the best perform-
ing method, UWB [22]. For other methods we refer to the
MultiLing 2013 overview paper [9].

Results over all methods and languages can be seen in
Figure 2. There are two main observations to be made.

First, the proposed method is highly competitive against
the other systems. It actually performs best among the au-
tomatic systems for six out of the nine languages (recall that
ID61 is not an actual summarization system but an approx-
imation of the upper limit). The method proposed here is
outperformed only on Hebrew, Hindi and Czech.

Second, the results indicate that the proposed method is
robust with regard to different languages, in the sense that
it consistently ranks among the best ones and never loses
much to the best one. On the other hand, some languages
seem much more difficult for all methods, especially Hindi
and Arabic, but also Greek and Hebrew, so robustness here
does not mean equally good absolute performance over all
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Figure 3: The permutation test for MultiLing 2013
systems comparison to G+C GR method. Note that
ID61 is not a real summarization method.

languages.
The answer to question (3) thus is that the proposed

method seems to be generally applicable to many languages,
with varying absolute performance but consistent relative
performance in comparison to other methods applicable over
a set of languages.

5.4 Statistical Comparison to Other Methods
Figure 2 already indicated strong relative performance of

the method in comparison to other methods. We will now
compare the performances of different methods statistically.
We compare the total scores of our method, over all lan-
guages, to the scores of those methods that have results for
all the languages in MultiLing 2013 (ID3 and ID5 were omit-
ted since they only have results for some languages).

To avoid parametric assumptions about the distribution
of scores, we carried out a permutation test as follows. The
null hypothesis is that the proposed method is not statis-
tically different from the other methods. In particular, for
any given language, the proposed method could have re-
ceived any of the scores that any method obtained for that
language. Sampling a single random total score from this
null hypothesis is easy: pick a random score for each lan-
guage (among the ones obtained by the other systems) and
sum up the scores.

By repeating this process 100 000 times we obtain an ap-
proximation of the distribution of total scores under the null
hypothesis; this is shown as the curve in Figure 3. The total
score of 3.337 obtained by our method can now be contrasted
against the null distribution. The tail of the distribution
starting from score 3.337 contains only 2.7% of the random-
izations, i.e., the one-tailed empirical p-value is 0.027. Ob-
viously, the same procedure can be used to obtain p-values
for any of the methods.

Figure 3 also shows the total scores obtained by different
methods. We can see that the global topline ID61 performs
much better than any of the automatic systems. Among
the real systems, the proposed method G+C GR performs
best, and is statistically significantly different from the other
systems at level < 0.05 (empirical p-value 0.027). The sig-
nificance level of ID4 is < 0.1 (empirical p-value 0.060).

A pairwise comparison between ID4 (UWB [22]) and
G + C GR using paired Wilcoxon rank sum test indicates
that the methods are not statistically significantly different

Method ROUGE-1 ROUGE-2 ROUGE-L

ID61 3.60 1.51 3.09
G+C GR 3.34 1.28 2.89
ID4 3.30 1.36 2.87
ID2 3.12 1.06 2.70
ID11 3.05 1.13 2.61
ID1 3.00 1.10 2.58
ID21 2.85 1.01 2.44
ID6 2.81 0.86 2.25

Table 2: The average ROUGE scores for all the Mul-
tiLing 2013 methods. Note that ID61 is not a real
summarization method (see text).

(p-value 0.20). Among the different configurations of our
method we tested (Figure 1), ID4 would rank in the middle.
On the other hand, even the worst of the configurations, the
poorly optimized version G + C GA of the same combined
model, clearly outperforms the next best method, ID2.

Finally, Table 2 shows results also for ROUGE-2 and
ROUGE-L. With ROUGE-2, ID4 (UWB) performs best, fol-
lowed by the Mixture model. With ROUGE-L, the Mixture
model wins again, with a small margin over ID4.

The answer to question (4) is that the performance of the
proposed method is statistically significantly better than the
performance of the other methods in general. It is not sta-
tistically significantly better than the UWB system [22] but
the proposed method is more easily applicable to different
languages: while UWB uses language-specific stop-word lists
and various tunable parameters, the Mixture model has no
parameters and uses no language specific resources except
for a background corpus.

6. CONCLUSIONS
We have introduced a new method for automatically cre-

ating summaries for documents. The method is statistical
in nature, and is based on analysis of the document itself, as
well as comparing it to other documents. Word associations
that are characteristic and specific to the given document
are recognized first, and then a summary is constructed by
picking those sentences from the document that best cover
information in the strongest associations. We proposed new
measures for the coverage that outperformed the previous
measure [12].

The method is essentially language-independent: it only
uses punctuation and white space to identify sentences and
words. In our experiments, we did not use stemming or
lemmatization, stopword lists, or any other language-specific
tools or resources. These could probably be used to produce
better results, but our goal here was to develop techniques
that are readily applicable to a wide range of languages.

We evaluated the proposed method empirically using
multi-document summarization tasks in nine different lan-
guages from MultiLing 2013. Overall, the method outper-
formed all methods that participated MultiLing: it ranked
first in six languages out of nine, and was among the best
ones in the remaining three. A statistical analysis shows
that it is significantly better than the other methods in
general (but not significantly better in a pairwise test than
UWB [22], the best method of MultiLing 2013).

The superior performance of the method is striking given



its extreme simplifications. Sentences are treated simply
as sets of words, and documents as sets of sentences. The
multi-document summarization problem is trivially reduced
to single-document summarization by taking the union of
all documents. The method was successfully applied to nine
different languages without any changes between languages.
The results indicate strongly that document-specific word
associations do capture central information of documents
across several languages.

While the results are relatively speaking good, the sum-
marization problem is all but solved. The coherence and
fluency of generated summaries is an issue especially for
methods based on sentence selection, such as ours. Fur-
ther work is needed in making summaries better in these
respects. Furthermore, interesting results could be obtained
with hybrid approaches combining together language gener-
ation techniques and sentence selection techniques based on
document-specific associations.
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