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ABSTRACT
In this paper we describe modifications to a natural language
grocery retrieval system, introduced in our earlier work. We
also compare our system against an off-the-shelf retrieval
tool, and show that our system is significantly better for
top-ranked retrieval results.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval—Retrieval models, search process;
H.1.2 [Models and Principles]: User/Machine Systems—
Human information processing

General Terms
Design, Experimentation

Keywords
Information Retrieval, User Evaluation, Domain Specific IR

1. INTRODUCTION
In [2] we have introduced a natural language grocery re-
trieval system. Our initial evaluation resulted in a preci-
sion of 80% at rank one, and a mean average precision of
c. 70%. In this paper we first describe modifications to our
initial system (Sec. 2), after which we compare our system
against Lemur, a representative off-the-shelf information re-
trieval tool. Our results indicate significantly improved per-
formance for top ranks (one and two), and equal perfor-
mance at later ranks.

2. MODIFICATIONS TO OUR SYSTEM
Compound Splitting and Index Expansion

The main change to our initial system is that we currently
utilize compound splitting. Compound splitting is used in
the indexing phase to generate new index terms, and in the
query phase to determine whether the original query should
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be expanded with split constituents. The algorithm that we
use for compound splitting has two phases. First we generate
all valid split suggestions. For this we use an adaptation
of the dictionary-based algorithm suggested in [1]. After
the possible split suggestions have been generated, in the
second phase we determine which split suggestion(s) to use.
We make this decision by ranking the split suggestions and
returning the original compound word and the suggestion
with the highest score. As the ranking criterion we use the
geometric mean of the popularity of the constituents.

Query Preprocessing

Products appearing in shopping lists often have case end-
ings or are in plural. In Finnish, case and plural endings
can cause the base stem of a word to change. The initial
version of our retrieval system used stemming, but as many
relatively common queries failed (especially for queries in
plural form, e.g., berries or vegetables), we are currently
using a lemmatizer on the user input. We use a freely avail-
able Finnish lemmatizer1. After lemmatization, we apply
the compound splitting algorithm described above on the
inputs.

Rank Augmentation

We maintain separate indexes for category and product name,
which allows us to query product names and category names
separately. We combine results of the two queries using a
weighted extension to BM25 [3]. More specifically, we set

n′
j = dmj + nj

f ′
j = dcj + fj (1)

where d is a weight term, nj and mj correspond to the num-
ber of products and categories where term j appears, and
terms fj and cj correspond to category and product frequen-
cies of term j. In the experiments, we use d = 2.0.

3. EVALUATION
Experiment Setting

In order to evaluate our retrieval system, we conducted a

1We use the Malaga language analysis tool (http://
home.arcor.de/bjoern-beutel/malaga/) with the Suomi-
Malaga Finnish grammar (http://joyds1.joensuu.fi/
suomi-malaga/suomi.html). [Pages retrieved on: 2008-08-09]
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Our system Lemur
Rank PR EVAL PR EVAL S

1 83.39% 283 72.64% 318 * * *
2 78.21% 280 69.52% 315 * *
3 73.29% 277 71.52% 309
4 73.36% 274 72.46% 305
5 70.59% 272 72.28% 303

MAP 69.77% 2703 66.92% 3029 *

Table 1: Results of the evaluation (PR = precision,
EVAL = number of subjective assessments). The
stars in the S column indicate the level of signifi-
cance: * = 0.05, * * = 0.01, * * * = 0.001

Figure 1: Plot of precision values at rank 1, . . . , 10.
The solid line corresponds to our system, and the
dashed line corresponds to Lemur.

user evaluation of the system. The evaluation was conducted
as an intercept study at a large Finnish supermarket. The
experiments spanned several days and different times of day.
Hence, our participants should adequately represent the su-
permarket’s customer base.

The evaluation was performed using a web interface that
allowed to query for product names and give binary feedback
to the results. As input, we used handwritten shopping lists,
collected from the same supermarket. The results of differ-
ent products were shown as consecutive ranked lists.

For each shopping list that was queried, we showed the
top ten results for each item in the list. The participant
was then asked to evaluate the accuracy of the results by
clicking on a ”thumbs up” or ”thumbs down” image, located
after each result. The participant was also allowed to leave
an item unrated. We instructed the participants to rate the
items based on how well they thought the items matched the
query instead of considering whether they themselves would
buy the corresponding product.

We also conducted the experiments using Lemur2. Lemur
was used with the same preprocessing as our retrieval engine.
Contrary to our system, Lemur does not have misspelling
support and it uses only textual features for ranking; see [2]
for details about our system. For both systems we used the
same parameter values.

2http://www.lemurproject.org/ [Retrieved: 2008-06-03]

Results

The evaluations resulted in a total of 2703 subjective rel-
evance assessments for our system, and 3029 assessments
for Lemur. From the results, we calculated the mean av-
erage precision (MAP) and precision measures at different
ranks (i.e., P@N). The P@N values of the two systems are
shown in Fig. 1, and the results are summarized in Table
1. The significance tests in the table were conducted us-
ing a t-test and assuming unequal variances. The degrees
of freedom parameter for the test was estimated using the
Welch-Satterthwaite approximation.

The results indicate that our system achieves around 84%
accuracy at rank one. This is significantly better than the
accuracy of Lemur, which is around 73%. At rank two, the
difference between the systems is smaller, but remains sig-
nificant. After rank three, the systems perform equally well.
As the performance of Lemur is relatively stable between
ranks one to five, this suggests that text-only retrieval can
achieve around 70% accuracy in our domain. Our results
also indicate that using category information and item pop-
ularities can lead to an increased accuracy in comparison to
text-only retrieval.

The approximately linear decrease in the systems’ perfor-
mance is mainly caused by compound splitting and by the
fact that certain queries are for a specific product. For many
queries only few products are relevant, but compound split-
ting increases the number of retrieved products and hence
also decreases accuracy at lower ranks. This problem oc-
curs especially with berries, fruits, and vegetables, as they
appear in various product names to indicate, e.g., flavor.

The accuracy of our system can be slightly improved by
collecting more abbreviations, slang expressions and collo-
quialisms. However, beyond this, our results do not sug-
gest any evident improvements. Nevertheless, we plan to
experiment with a weighted ranking scheme that penalizes
compound words.
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