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Abstract. In this paper, we introduce a novel technique for named en-
tity filtering, focused on the analysis of word association networks. We
present an approach for modelling concepts which are distinctively re-
lated to specific named entity. We evaluated our approach in the context
of the TREC Knowledge Base Acceleration track, and we obtained sig-
nificantly better performance than the top-ranked systems. For this task,
given the set of all named entities and nouns, our approach proved better-
performing for named entity filtering than the baseline SVM classifier.
This performance is the result of the ability to disambiguate entities, by
taking into account the concepts relevant to a specific named entity.

1 Introduction

In this paper we will demonstrate a method for detecting documents which are
related to a target named entity. The complexity of the task lies in the fact, that
a named entity and a document could be related even when the named entity
is not explicitly mentioned in the document. Moreover, it is possible that two
absolutely different entities have the same name (e.g. Queen might refer to a
British rock band, a British women’s magazine or a subway station in Toronto).

Knowledge bases (e.g. Wikipedia) collect, structure and validate information
about certain entities or events. At the moment articles in the knowledge bases
are managed by humans and new information is added to the article with some
delay. According to Frank et al. [1] the median of the updates delay in Wikipedia
is 356 days. Detecting automatically news stories, which are novel and relevant
to Wikipedia articles would decrease human labour a lot. In this paper we are
focusing on detecting documents, which are relevant to a news story and omit
the novelty aspect. In addition to knowledge base acceleration, some examples of
other potential applications are media monitoring, topic mining and advertising.
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We propose a graph based method for relating documents to target named
entities. The fundamental idea of the method is to model a named entity by
analysing its co-occurring concepts. We will provide a methodology for creating
named entity specific graphs, which we use for filtering documents. We will
evaluate our methodology by using data provided by NIST during the TREC
Knowledge Base Acceleration (KBA) track in 2012. The main motivation for
this task is to detect documents about entities, which may contain information
to be added to the knowledge bases.

The rest of the paper is organized as follows: in the next section we will intro-
duce the related work. In Section 3 we will introduce the method for generating
concept graphs. How to filter the documents using the proposed method will be
described in Section 4. We evaluate our method and compare its results to the
state of art in Section 5. Finally, conclusions are drawn in Section 6.

2 Related Work on Named Entity Filtering

Named-entity filtering, from a stream of news data, is related to several fields
where discovering and following-up on events concerning a given topic is espe-
cially valuable. In all these fields, the ability to identify named-entities is an
essential performance enhancer.

Followingly, this task concerns diverse fields of information retrieval, such
as news surveillance [2], entity linking [3] and text categorization [4]. In this
section, we will focus on the closest and most significant papers, notably on the
approaches developed during the recent TREC KBA track, whose first round in
2012 [1] focused specifically on the task of named-entity filtering.

News Surveillance. The task of news surveillance is to give alerts for all the
events related to a given domain of interest. For instance, health agencies (e.g.,
the World Health Organization) wish to be informed of every case of occurrence
of a transmittable disease, as close as possible from the moment when it oc-
curred [2]. Other typical fields of application lie in the field of intelligence, and
in finance, where the era of high frequency trading turned the apprehension of
news milliseconds earlier into a decisive advantage. However, most approaches
are strongly domain-dependent, requiring thousands of syntactic patterns to de-
tect relevant news alerts [5].

Entity Linking. Entity Linking is the task of automatically linking phrases oc-
curring in a document to entries in a knowledge base. Several comparative eval-
uation competitions have run in the recent past, testifying on the great progress
achieved (INEX’s Link-the-Wiki [6], Text Analysis Conference’s Knowledge Base
Population (KBP) [7]). Entity linking is nowadays a well-understood problem,
that paves one way leading towards named-entity filtering : once the named-
entities are marked within a text, it “only” remains to compute the centrality
and relevance of the named entity: is it the main topic of the document, or is it
simply mentioned?
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Many of the methods presented in the TREC KBA track follow up from
entity linking. This is natural, since the corpus was provided with pre-extracted
named-entities.

Liu and Fang [8] presented one of the best performing approaches of the KBA
track, by building “entity profiles”. By fetching a snapshot of the Wikipedia, and
considering the anchor text of all internal Wikipedia links as related entities, they
defined a wider representation of named entities.

Araujo et al. [9] underlined that 4% of the Wikipedia citations do not mention
the Wikipedia they are cited by. This motivates their focus on the detection of
documents that do not mention a named entity that is yet central to it. To
achieve this, they fed their model with the Google Cross-Lingual Dictionary
(GCLD) [10], a ready-made resource associating Wikipedia entries to strings.
As the TREC KBA topics are named-entities for which a Wikipedia entry is
defined, they could replace the topics with the strings returned by the GCLD.
With adequate parameters, the technique obtained the best performance for
centrality and relevance.

Text Categorization. Text categorization is the task of assigning categories to
a text, given a training set of text-category assignments. Text filtering is the
special case when there is only one category, and the classifier is only to decide
whether a given text belongs to it, or not. Such a categorization is usually led
based on word term features, and the best-performing technique in the state of
the art is the well-known SVM [11].

Kjersten and McNamee [12] hence proposed to filter the document sets, using
the SVM classifier over a set of features composed of the named entities provided
by the TREC KBA organizers. Positive examples from the training set were those
marked as central. All the others were considered negative. The technique proved
that this was achievable, and it obtained the best and second-best performance
(out of 40 runs) for centrality.

Other approaches. The approaches presented at TREC KBA 2012 can essentially
be split into two categories [1]: those that exploit rich features from a Knowledge
Base (Wikipedia or Google Dictionary) and those that focus on machine learning
techniques (such as SVM).

Unlike the approaches from the first category, our technique is endogenous,
that is, it does not make use of any resources that are not present in the corpus.
Hence, it can easily generalize accross domains and languages (even though, the
latter was not yet verified).

To the best of our knowledge, no recent techniques have been proposed that
would rely on the construction and exploitation of concept association graphs.
The closest example was introduced by Gamon [13]. He adressed the problem
of novelty detection by building an association graph connecting sentences and
sentence fragments, and chose to exploit a number of graph-based features that
were assumed to be good indicators of novelty. The method tied with the best
techniques presented in the TREC novelty track 2 years earlier [14], but the
authors himself questioned the significance of the improvement.
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In the following sections, and in the light of related work, we will introduce
our approach in full details.

3 Named Entity Modelling

Our method is based on the idea, that a news item is related to a named entity
when both of them are related to the same concepts. Thus our approach consists
of two steps:

1. We calculate which concepts are related to each other, building an association
graph of named entities;

2. For each news story, and for each named entity in a query (or TREC topic),
we calculate the overlap between the concepts related to the named entity
and those related to the news story.

In the rest of this section, we will detail, in chronological order, the different
steps in which we process document stream data so as to build our background
concept association graph.

3.1 Selecting Concepts

To build our concept graph, the very first step is naturally to select the concepts.
We will use TREC data which contains part-of-speech tags, lemmatized forms of
the words and is annotated with Stanford NER [15]. The annotation of Stanford
NER identifies whether each single word is itself or is part of a named entity
and tags it with a type. For the data to fit our purposes, we post-processed the
resulting set of named entities as follows :

1. Concatenate each named entity parts with an underscore (adjacent words
with the same type (organization, person etc) are concatenated together);
2. Remove all words which are not nouns.

We extract nouns and named entities from the documents and discard everything
else. This choice is motivated by nouns and named entities being conceptually
more basic than concepts referred to by verbs or prepositions [16]. Of course, we
lose some information with this step. As a final step, we lower-case and leave the
lemmatized form of the words.

3.2 Building the Concept Graph

We build the concept graph, based on learning data, containing annotations
indicating which named entities and which news stories are truly related. The
graph generation consists of two steps: (1) calculating the co-occurrence graph
using the documents and (2) cleaning the graph, by removing unnecessary edges
and nodes. We will next give an overview of the graph construction, which is
follows the same as principles as in Gross et.al in [17].
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The first step is based on log-likelihood ratio calculation. Consider the set of
documents, which are connected (by annotation) to named entity n, by d € C,,.
We will consider a document d as bag of sentences Sy and each sentence as bag
of words Ty € Sg. The set of all words is T' = | Ty.

We analyze word co-occurrences on the granularity of sentences, since words
which are in one sentence generally have a stronger relation to each other [18].

The concept graph G,, = (V,,, By, Wy,) is a weighted, undirected graph with
nodes V,,, edges E,, C V, x V,, and edge weights W,, : V,, x V,, — R,. For
notational convenience, we assume W ey, es) = 0 if there is no edge between e;
and es.

Construction of the graph then starts by using all terms in the corpus C,, as
nodes, i.e., V =T.

We use the log likelihood ratio (LLR) to measure the strength of an asso-
ciation between two terms [19]. In [17] we showed that the co-occurrences, as
measured by LLR do make sense, though other word association measures would
probably be equally suitable.

LLR measures how much the observed joint distribution of terms z and y
differs from their distribution under the null hypothesis of independence, i.e.,
how strong is the association between them. Edges are constructed for term
pairs {e1,e2} in T that have a strong log-likelihood ratio LLR(eq, e2).

In other words, we in principle compute LLR for the union P of all the pairs
of terms in all sentences of the corpus:

P:U Ust3d~ (1)

deCy, sqed

3.3 Cleaning up the Graph

The goal of the graph cleaning process is to remove edges and nodes which,
at this point, we find unnecessary. We are interested in leaving only such as-
sociations, which are directly related to named entities. For this, we define N
as the combinations of the different parts of each named entity. Consider a
named entity ” Annie_Laurie_Gaylor”. For this named entity the possible com-
binations are N = {” Annie_Laurie_Gaylor”, ” Annie_Laurie”, ” Annie_Gaylor”,
"Laurie_Gaylor”, ” Annie”, ”Laurie”, ”Gaylor” }. In the next step we leave only
nodes which are associated to the parts of the named entity, i.e. e; € NVey € N.

Our experience showed, that there are nouns, which appear in all the named
entity graphs. For reducing some amount of the noise, we remove all such nodes,
which appear in all the different named entity graphs. Let I" denote the set of
all named entity graphs. Then we will construct a set of nodes which are found
in all graphs as

U= () Va(Gn)

Gperl’

These nodes will be removed from all the graphs:
G,=V\U{ecE:egs¢dUNey g U}, W).
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In the next section we will show, how we utilise these graphs for detecting
the news stories which are related to a given topic.

4 Document Filtering with Concept Graphs

4.1 Principles

To be able to rank documents with respect to the NEs of any given TREC KBA
topic, consisting of one or more named entities, it remains to design a way to
compute relevance scores based on our graph model.

We do so by relying on the concept of word co-occurrence, with the follow-
ing principles in mind, on what we expect a more interesting document to be
like. First it is reasonable to assume, that the concepts in the document should
intersect with the concepts which are strongly related to the named entity. On
the other hand, as the named entity could appear in many different contexts
(e.g. the president of the USA could be related to financial, political, arts & en-
tertainment topics et cetera), we should not penalize a document for not being
related to some neighbours.

4.2 Document Relevance Evaluation

To calculate the relevance score of a given document, w.r.t. a given TREC KBA
topic, we proceed as follows. We post-process the document exactly as we de-
scribed in Section 3.1 and calculate the named entity specific graph models.
Then we use the weights in the named entity graphs to calculate the relevance
of a document.

As the first part is covered in the previous section, we will hereby describe
the second step.

Documents relevance is calculated by measuring how strongly words in the
document are connected to the named entity of interest. Let us consider the
target document d; which contains the words w;.

For a named entity n we calculate the relevance status value RSV for an
incoming document, given the entity graph G, as:

RSV(Gr, dy) = ﬁ S % W)

t wewt veV,

which is the average edge weight of the words in the named entity graph. The
rationale for calculating RSV as the average of the edge weights is to reduce the
impact of outliers. Indeed, we believe that averaging over all the edges represents
better the general match between the document and the named entity, than, e.g.,
summing up or taking the maximum weight. This is the case when the overlap
between the document and the named entity graph is small (e.g. 3 or 4 nodes)
and one node is strongly connected to the entity graph and other nodes are
weakly connected to the named entity.
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5 Evaluation

In this section we will describe the evaluation methodology and present the
subsequent results.

5.1 Method

The KBA 2012 evaluation data consists of 57,750 human-generated judgements
rating the relevance of documents to target entities. The KBA stream corpus of
462M documents covers 4,973 contiguous hours of news, blogs, and forum posts.
It includes dozens of languages beside English. In our task we use a subset of the
data — documents with a reasonable chance to be written in English that have
been automatically POS tagged. This subset contains roughly 367M documents.

The data spans over 8 months - from October 2011 till May 2012. The data
is divided into two sets by using a cut-off date, which is January the 1st. Doc-
uments published before the cut-off date are used as the training set and docu-
ments after the cut-off date form the test set.

Each article in the annotation set is scored in two categories - relevant and
central. For each entity, the document central score is high if the respective entity
is the central topic of the document. The relevant score is high if the document
is indirectly relevant to a certain named entity. In the evaluation no pooling of
the TREC participants results is used.

The accuracy of the method is calculated on the test set by using the articles
which are annotated. However, in the scoring phase, the algorithm does not know
which articles are annotated and not, and it therefore needs to go through all
367M documents.

The methods are evaluated by using the standard information retrieval mea-
sures — precision, recall and their harmonic mean Fj.

5.2 Graph Based Model

The graph models for each named entity are created by using the methodology
described in Section 3. The similarity score for each document and named entity
pair is calculated by using the method given in Section 4.

Baseline

For comparing our methodology, we will use a standard machine learning algo-
rithm, support vector machines (SVM) as a baseline. SVM has been shown to
be successful in text categorization [20] and document filtering is a special case
of text categorization with two categories.

For each named entity we calculate the entity specific SVM model by us-
ing the annotation data. We use the same feature-set as we use in the graph
based models. In total there are 13,111 features. The features are used as binary
features, representing whether a word is found in the document or not.
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We carried out our SVM experiments with SVM light toolkit [11]. Following
good data analysis practices, we divided the training set into two parts — 80% of
the documents as a training set and 20% of the news into test set. We used these
two sets to estimate the performance of our method and also to analyze SVM
scores for different documents. We observed that the meaningful values for SVM
classification were between -2 and 2, thus we scaled this range to be between 0
and 1000.

The SVM models used for scoring after the cut-off date were trained on the
whole dataset which was published before the cut-off date (i.e. 1st of January
2012).

Results

For measuring the performance of our method, we will compare it to the best
scoring methods at the TREC 2012 KBA track — CWI-google_dic_31 pro-
posed by Araujo et al. [9] and hltcoe-wordNER proposed by Kjersten and Mc-
Namee [12]. CWI-google dic_31 uses Google Cross Lingual dictionary and the
hltcoe-wordNER uses SVM for document filtering, very similarly to our baseline.

For measuring, whether the accuracy of the different methods is significant,
we approximated the pairwise p-values between performance values of the meth-
ods. The statistical significance is calculated by using two samples — for each
method we chose the cutoff value for which the average F; measure was max-
imized. The sample consists of all the topics F; measures for respective cutoff.
We then use the Wilcoxon Rank Sum test for testing whether the difference
between samples is significant.

The results are summarized in Table 1. We can observe that we are doing
better than the baseline methodology in both categories. In the central category
our method is a bit worse than the best performing method of the KBA track
in TREC (hltcoe-wordNER), although not significantly. On the other hand, our
methodology is the best perfomer in the central+relevant category by beating
CWI-google_dic_31. The reason for such good accuracy in this category can be
related to the approach of our methodology — we put strong emphasis on the
context, where the named entity appears.

While our graph-based approach outperforms all the other methods in the
central+relevant category, it is important to emphasize that a strength of our
method is that it is resource free and relies only on the corpus. It should hence
be much easier to generalize to other data sets, e.g., written in other languages.

Future Work

One of the current shortcomings of our graph based models is that they are
static. Intuitively it is reasonable to assume that the accuracy of the graph
models decreases over time, as the topics about a certain entity may also change
over time. As an example one could consider a sportsman, who at different times,
can be related to documents about Olympics, gold medals and doping.
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Table 1. The F} measures for central and central+4relevant. The asterisk marks the
Fi-measures which are significantly (p < 0.05) different (in the same category) from
the graph based method.

Method ‘ Central ‘ Central+Relevant
Baseline (SVM) 0.327 0.569*
CWI-google_dic_31 0.291 0.637
hltcoe-wordNER 0.359 0.494*
Named Entity Graph| 0.341 0.691

To test the hypothesis, we calculated the precision of our method over time
by using the test set annotation files. The result can be observed in Figure 5.2.

As shown in the figure, the precision is high in the beginning, but it gets
lower over time, suggesting that our model becomes more and more outdated.
Observe, that the drop from 0.4 to = 0.3 is rapid, approximately two weeks, and
after this the precision decreases in a more constant rate. This observation is a
good hint for pointing our future work towards updating the graph models while
analysing the stream.

Precision vs Time

1.0

0.8

Precision
0.6
!

0.4

Jan Feb March April May

Time

Fig. 1. Decrease of the precision of the graph based method over time.
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6 Conclusion

In this paper we have demonstrated a corpus based approach for modelling
named entities. When designing the method, we have considered the following
aspects. First, we find it important to be independent from language as much
as possible and we use fairly simple methods in order to get rid of some of the
obvious noise. Secondly, we have chosen a graph based approach due to the
interpretable and easily expandable nature of the models.

We have implemented and experimented with our approach with encouraging
results. Immediate future work will focus of implementing the update of the
background graph, which is currently static, based only on the training data. In
context of stream data, using static models is inadequate. The main aspect of the
named entities is, that they evolve in time. We believe that taking into account
the temporal aspect of the named entities could give a lot of improvement of the
performance of the system.
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