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Abstract

A large number of single nucleotide polymorph-
isms have been mapped onto the human genome.
Mutations are induced through endogenous and
exogenous processes, and these procedures have
been shown to be sequence-dependent. Associa-
tion mining is a powerful tool for analyzing se-
quence neighbourhoods; however, visualisation
is essential for pattern recognition because of the
abundance of resulting association rules.

A software tool was developed to visualize posi-
tion interdependencies within the sequence vari-
ation data. The software is capable of interac-
tive reorganization of the association rules, en-
abling fast and easy exploration of the data us-
ing a standard web browser. The software and
its complete source code is freely available at:
http://www.cs.helsinki.fi/group/bioalgss/asvis/

1 Introduction

A single nucleotide polymorphism (SNP) is a site in DNA
where at least two different nucleotides occur in a specific
population, the less frequent nucleotide(s) occurring at a
frequency of 1% or more. The nucleotide variation be-
tween individuals forms the genetic background responsi-
ble for biological and physical differences such as colour
of hair, susceptibility to a disease or response to specific
treatment. The International HapMap project aims to char-
acterise the common human sequence variations [Interna-
tional HapMap Consortium, 2005]. The data is publicly
available in the dbSNP database [Wheeler et al., 2005].
New mutations arise by errors in endogenous processes
involved in maintaining genomic stability, or are induced
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by various exogenous agents, such as UV radiation [Jiricny,
1998]. The efficiency and specificity of these processes is
DNA sequence dependent [Cooper and Krawczak, 1993].
Data mining can be used to analyze the sequence neigh-
bourhoods of neutral and disease-causing SNPs in order
to better understand the genetic differences that underlie
pathogenic conditions.

Association rules are suitable for this task. Discovery of
association rules is popular in data mining and it has a wide
variety of applications. In principle, individual association
rules describing co-occurrences of sets of attributes in the
input data are straightforward to interpret. However, the
very large number of resulting association rules seriously
hinders their analysis. General-purpose visualisation tools
are ill-suited for association rules, and the few available as-
sociation visu-alisation tools are not suitable for position-
dependent SNP neighbourhoods. Furthermore, the existing
tools for visualizing SNP neighbouring-nucleotide biases
are not applicable to association rules (for example, [Zhang
and Zhao, 2005]). Here we introduce a new, publicly avail-
able visualisation tool with interactive controls for the se-
lection and arrangement of association rules obtained from
SNP data. The tool has a novel position-dependent display
of association rules. It can also be used with other similar
data, such as protein sequences. The tool provides simple
and legible graphical output.

2 System and Methods

For demonstration in this paper, sequence variation data
was extracted from the dbSNP (build 124). Only true poly-
morphisms that could be located within gene coding re-
gions of the human genome (build 35) were used. We con-
sider a sequence neighbourhood of each mutation site that
extends up to ten nucleotides on both sides. The mutation
position is numbered zero, while positive and negative po-
sition numbers denote the distance of following and pre-
ceding nucleotides, respectively.

Our software consists of two programs, Firm and AsVis.
Firm is used for application-independent discovery of as-
sociation rules. As an example, the rule {0:°C—T"} «—
{+1:’G’} indicates that the substitution of cytosine (C) by
thymine (T) is probable when the mutation site is immedi-
ately followed by guanine (G) (see Figure 1). To rank the
association rules, Firm yields a number of measures for the
strength and generality of each rule within the data. Sup-
portis the number of records that fully match the rule. Con-
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Figure 1: Example association rules (above) visualised by AsVis (below). No information is lost in the visualisation, but

the positional nature of the rules is immediately apparent.

fidence of a rule is the conditional probability of the con-
sequent (e.g. {0: ’"C—T’}) given the condition ({+1:’G’}).
Lift is simply the ratio of confidence over the relative fre-
quency of the rule consequent, whereas J-measure [Smyth
and Goodman, 1992] is an information-theoretic measure
describing the amount of information that the condition
gives about the consequent.

Association rules are suitable as such for exploratory
data analysis, and a large amount of them can be discovered
efficiently, without setting a strong focus on any particular
attributes. Usually only support and confidence thresholds
are used to limit the number of rules, and algorithms such
as Apriori [Agrawal et al., 1996] produce all association
rules between any sets of attributes that exceed the thresh-
olds. A rule can have any number of conditions and conse-
quents, but with reasonable threshold values, our data did
not give any strong associations for complex dependencies
with more than one consequent.

To facilitate visual browsing and exploration of thou-
sands of rules, an interactive web interface, AsVis, was de-
veloped. AsVis graphically renders the rules into a form
that visually reflects the sequential nature of the data, tak-
ing advantage of the relatively small number of dimen-
sions (positions). The association rules are listed in a table,
where each row represents a single rule, and each column
corresponds either to a position relative to the point of mu-
tation or to a strength or generality measure for the rule (see
Figure 1). Consequents and conditions are colour-coded in
the positional columns.

The interface enables the user to explore the most in-
teresting rules. Clicking on the column header of a mea-
sure sorts the rules by that measure, with the best scores
at the top. Clicking on a positional column header limits
the display to only those rules that have either a condition
or a consequent in that position, while keeping the current
sorting. This approach is somewhat similar to the TASA
system [Klemettinen et al., 1999].

This simple approach enables quick visual scanning of
the rules for an overview of dependencies between posi-
tions. The measures for each rule are for closer inspection,
providing the full scope of information discovered by the
data mining process.
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