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Abstract

Efficient large-scale content distribution continues to be
an important problem, due to the increasing popularity of
multimedia content and wide-spread use of peer-to-peer file
sharing. In this paper, we evaluate the impact of differ-
ent content distribution mechanisms on the network level,
based on how much wide area traffic they generate. We
consider traditional unicast, content distribution networks
(CDN), BitTorrent, and multicast. We develop an analytical
model for describing the amount of network traffic gener-
ated by the mechanisms and provide experimental results.
Our results indicate that BitTorrent can be quite wasteful
of network resources, whereas the traditional mechanisms
have a significantly lower cost. Based on our results, we
propose a series of modifications to BitTorrent which en-
able us to fully exploit the power of a peer-to-peer content
distribution system and result in a network cost often lower
than in CDNs and comparable to multicast-based distribu-
tion.

1 Introduction

Large-scale content distribution has received a lot of at-
tention in the recent years and it remains an important topic.
As multimedia files like audio and video become more pop-
ular and software packages become larger and larger, the
network has to cope with increased amounts of traffic. Sev-
eral different content distribution mechanisms have been
developed, in order to reduce the network impact of dis-
tributing large files.

In this paper, we evaluate several popular content dis-
tribution mechanisms in terms of how much wide area net-
work traffic they generate. Based on the results of our evalu-
ation, we propose improvements to the mechanisms in order
to improve their performance. The contribution of this pa-
per is therefore two-fold. Our first contribution is the eval-
uation of network impact of different content distribution
mechanisms and our second contribution is a proposal for a
new content distribution architecture, which is based on ex-
isting mechanisms with improvements based on the lessons

learned in our evaluation.
Our focus is on evaluating the cost of a content distri-

bution mechanism, in terms of the amount of wide-area
network traffic it generates. Rapidly increasing amounts
of network traffic, especially from peer-to-peer file sharing
networks, increase the costs for the ISPs that are involved
in transporting this traffic. Therefore, it is of high interest
to develop efficient content distribution mechanisms which
minimize the amount of traffic, while still satisfying all the
user demands.

We study five different content distribution mechanisms:
unicast from a single server, Content Distribution Net-
work (CDN), multicast, BitTorrent, and our proposed Peer-
Assisted Content Distribution Network. Unicast, CDN, and
BitTorrent are currently widely used and our evaluation
shows their performance relative to each other. Multicast
represents the lower bound achievable by any content dis-
tribution mechanism. Finally, based on our evaluation, we
propose the Peer-Assisted CDN, which is an improvement
to BitTorrent, and its performance evaluation highlights the
importance of how to exploit peers in a peer-to-peer content
distribution system.

This paper is organized as follows. In Section 2 we pro-
vide an overview of the different content distribution mech-
anisms. In Section 3 we present an analytical model for
evaluating the network impact and define our cost model.
Section 4 describes the setup of our experimental evalua-
tion and Section 5 presents the results of the evaluation. We
discuss the results in Section 6. Section 7 presents related
work and Section 8 concludes the paper.

2 Content Distribution Mechanisms

In this section, we will present an overview of the dif-
ferent content distribution mechanisms we will study in this
paper. Our focus is on delivering stored content, typically
large files. We compare five different mechanism in this
paper: unicast distribution from a single server, a content
distribution network, multicast, BitTorrent, and finally our
proposal, a peer-assisted content distribution network. In
the following, we will give a short overview of each of these
mechanisms.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not 
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for 
components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post 
on servers or to redistribute to lists, requires prior specific permission and/or a fee.  
 
INFOSCALE '06. Proceedings of the First International Conference on Scalable Information Systems, May 29-June 1 2006, Hong Kong  
© 2006 ACM 1-59593-428-6/06/05...$5.00  



2.1 Origin Server Only

The simplest form of content distribution is single server
distribution, i.e., the file is available only on one server.This
is the traditional way how content has been distributed, with
FTP and later with Web servers.

2.2 Content Distribution Network

A content distribution network (or CDN), such as Aka-
mai [2], acts on behalf of a content provider and provides a
platform for high-demand content delivery. A content dis-
tribution network typically consists of two parts: a redirec-
tion architecture and a content delivery architecture.

The content delivery architecture consists of a large num-
ber of content servers, placed on the edges of the network
in locations where they are close to the clients. These con-
tent servers contain the content that the content provider
wishes to distribute. The second part of a CDN is a redi-
rection architecture. Modern CDNs typically use DNS redi-
rection [14], where the CDN operates DNS servers and the
clients get redirected to the content server based on their
DNS queries. For a comprehensive overview of CDNs and
their performance evaluation, see [15].

Content distribution networks have also been used to
transmission of live streaming content, but our focus in this
paper is on using them for static, large files.

2.3 Multicast

The third content distribution mechanism we consider is
multicast. Multicast is more aimed at delivering live and
streaming content and not widely used for distributing large
files, as our focus is. The reason for including multicast in
our study is that it provides us with a convenient, intuitive
lower bound on the network impact of any content distribu-
tion mechanism. We consider two forms of multicast.
Perfect multicast

In what we callperfect multicast, we assume there is one
source placed in the network and that all the clients who
are interested in the file join the multicast group at the same
time. This means there will be only one multicast tree for
the complete delivery of the file. Perfect multicast gives usa
lower bound on the network impact of the distribution. We
also assume that no packets are lost and no retransmissions
are performed.
Realistic multicast

The assumption of all clients joining at the exactly same
time is not realistic, hence we consider another multicast
strategy, namelyrealistic multicast. Again, we have a single
source placed in the network, but the clients join according
to a specified arrival process. This means that the multi-
cast group’s membership changes dynamically, as does the
distribution tree.

In realistic multicast, the source keeps on sending the file
in cycles . We also assume there are no lost packets. Hence,
if transmitting the file takesT seconds, a client which joins
at timet will have the complete file timet + T .

We do not consider any reliable multicast techniques,
since our two approaches above represent the baseline
of what a multicast-based technology is able to achieve.
In [13, 18] the authors present a reliable multicast scheme
based on forward error correction with a return channel
which has an overhead of about 10% in terms of band-
width over standard multicast. Therefore, a reliable mul-
ticast scheme can be estimated to have a cost of about 10%
more than our perfect and realistic multicast schemes.

2.4 BitTorrent

BitTorrent [6] is a new and popular form of peer-to-peer
content distribution. It is especially used for deliveringlarge
files [12]. A BitTorrent network works as follows. Origi-
nally, the file to be distributed is available from one server,
calledseed. In addition to the seed, there is atrackerserver
which keeps track of all the clients in the network. A client
who wants to download the file, contacts the tracker and
receives a list of peers who are currently downloading that
file or possess all of it.The client then picks some peers from
thispeer setand starts downloading chunks from them. Bit-
Torrent uses a tit-for-tat policy, so that a client serves chunks
to other peers who are serving chunks to it. A client will try
to find the best set of peers from which to download, by try-
ing different peers in the peer set. For a detailed description
of how BitTorrent works, please see [12].

In this paper, we use BitTorrent as an example of a peer-
to-peer content distribution system. Note that there are no
guarantees that the peers a new client gets from the tracker
are “good” (meaning offering fast downloads); discovering
good peers in BitTorrent is the responsibility of the client.

2.5 Peer-Assisted Content Distribution
Network

The last content distribution strategy we consider is a
peer-assisted content distribution network. By this we mean
a network based on a traditional CDN and using BitTorrent-
like techniques for spreading the content from the con-
tent servers, using the peers as additional content sources.
As opposed to BitTorrent where content is initially placed
only in few (effectively random) locations at most, a peer-
assisted CDN would seed the content through well-placed
servers, just like in a CDN. But in addition to the normal
CDN-like functionality, the peers would also be sources for
downloading, just like in BitTorrent.

As our evaluation in this paper shows, a peer-assisted
CDN provides a performance far superior to the other avail-



able content distribution mechanisms. Therefore we believe
that despite the additional overhead, it proves that a content
distribution system can greatly benefit from exploiting the
peers in the network. However, as the comparison to the
basic BitTorrent shows, this exploitation of the peers must
be done with care.

3 Analytical Modeling

In this section, we will present an analytical model for
comparing the different content distribution mechanisms.
Our model is intended to show the similarities between the
different mechanisms and to provide a basis for the experi-
mental evaluation in Section 4. We will present three differ-
ent models for BitTorrent, CDN, and multicast respectively,
and discuss how they can be derived from each other.

Our cost model is based on the amount of traffic between
the different autonomous systems (AS) in the network. We
consider that inside an AS there is no additional cost for
delivering the file and that the cost for transferring the file
from one AS to another is proportional to the number of
hops between the ASes and the size of the file. The number
of inter-AS hops can also be used as a rough indicator of the
available bandwidth and amount of loss, which directly cor-
respond to the download time. Although this correlation is
sometimes slightly weak (see [3, 19, 22] for evaluation and
discussion about Internet paths), it can serve as a rough esti-
mator for the download times experienced by the users. Our
main goal, however, remains the evaluation of the network
impact of the different content distribution mechanisms.

3.1 BitTorrent-Like Network

We start by deriving a cost model for a BitTorrent-like
network. This applies to both the real BitTorrent and our
peer-assisted CDN.

We consider a network where the nodes are autonomous
systems (AS). We assume that there areI ASes in the net-
work. The file we want to distribute isF bytes in size. We
assume that we have initiallyN copies of the file seeded
on some nodes. We assume that ASi hasci clients who
all want the file, so that the total number of clients is
J =

∑I

j=1 cj . We assume that the file is divided intoK
chunks, hence the size of a chunk isF/K bytes.

We will now calculate the cost for a clienti to download
the chunkk. We assume that the client is connected to some
number of peers and that the client knows which chunks all
these connected peers have (as per standard BitTorrent).

Let Yi(t) be a time-varying vector denoting the peers
who are connected to peeri at timet, i.e.,

Yi(t) = [yi
j(t)], (1)

whereyi
j = 1 is peerj is connected to peeri at timet and

0 otherwise. In the following we will ignore the time depen-
dence and denoteYi(t) = Yi. This is because we consider
only the downloading cost ofone chunkand we make the
simplifying assumption that the vectorYi(t) remains con-
stant during the download of a single chunk. Note that for
different chunks we would have different vectorsYi(t).

Let Xi be a (time-varying) matrix denoting the local
view of the available chunks at peeri. That is,

Xi(t) = [x
(i)
jk (t)], (2)

wherex
(i)
jk (t) = 1 if peerj is connected to peeri (yi

j = 1)

andpeerj has chunkk. Otherwisex(i)
jk (t) = 0. Again, we

simplify the notation by considering only one chunk and
thusXi(t) = Xi.

Let N i
k be the set of peers connected to peeri who pos-

sess chunkk. The cardinality of this set can be calculated
as

|N i
k| =

I∑

l=1

x
(i)
lk . (3)

Now, any of these|N i
k| peers can potentially upload

chunkk to peeri. Uploading will happen if either peeri be-
longs to the list of “closest peers” of the uploading peer (i.e.,
peers which offer the best upload rate from the point of view
of the uploading peer), or if the uploading peer happens to
choose peeri by optimistic unchoking. LetM i

k ⊆ N i
k be

the set of peers which are connected to peeri, have chunk
k, and have chosen to upload chunkk to peeri (either by
normal uploading or by optimistic unchoking).

Therefore the cost for downloading chunkk is

Ci
k =

F

K
min
l∈Mi

k

(dil(Yi)), (4)

wheredil(Yi) is the distance of the shortest path from peer
i to peerl.

Equation (4) gives us the cost for downloading one
chunkk. Because the set of possible uploadersM i

k varies
with time, we need to sum the costs for the individual
chunks with their respective uploader setsM to get the total
cost. The total cost for peeri to download the whole file is

Ci =

K∑

k=1

Ci
k (5)

and the total cost for distributing the file to all theI peers is

C =

I∑

i=1

Ci

=
I∑

i=1

K∑

k=1

F

K
min
l∈Mi

k

(dil(Yi)).

(6)



Note that even though equation (6) does not explicitly
include the time-variance of the download cost, this is in-
cluded through the setsN i

k andM i
k which reflect the evolu-

tion of the system. We have assumed these sets to be con-
stant for downloading a single chunk, but we explicitly al-
low them to change from one chunk to the next, hence our
model does capture the essential properties of a BitTorrent-
like content distribution system.

3.2 Content Distribution Network

In a CDN, files typically are distributed in whole, hence
we have only one chunkK = 1. In addition, the CDN
servers are placed in fixed locations and all clients know
these. ThereforeXi(t) = X for all ASesi and all times
t. Therefore the matrixX simplifies to a vector of length
I where elementXi = 1 is AS i contains a content server.
OtherwiseXi = 0.

Theoretically, the set of possible sources of the file for
client i includes the set of all content servers, i.e., the set
M i contains all the content servers (M i = M ), and the
client is then redirected to one of them.

As in equation (4)– (6), the total cost for distributing the
file to all the clients is then

C =

I∑

i=1

F min
l∈M

(dil(X)) (7)

Note that the cost is analogous to the cost of download-
ing one chunk in BitTorrent (equation (4)) and can be ob-
tained from the former equation by simply replacing the size
of the file, the set of uploading peersM , and the placement
matrixX with the equivalent expressions for a CDN.

3.3 Multicast

In the perfect multicast case, we have only one copy of
the file (N = 1) and the vectorX has only one element set
to 1. The total cost in this case is then

C = F

I∑

i=1

di (8)

where
∑I

i=1 di is the length of the multicast tree from
the source node to all the client nodes. In the perfect multi-
cast case, this is simply the length of the shortest spanning
tree.

In the realistic multicast case, the multicast tree depends
dynamically on the arrivals and departures of the peers. Let
I ′ be the number of active ASes in the multicast group. Note
that an AS will be in the multicast group if any client in
that AS is downloading the file. Again, we assume that the
multicast group remains stable for the sending of one chunk,
but allow it to change between chunks.

Let the vectorYi = [yi
j] denote the neighbors of ASi in

the multicast group. In other words,yi
j = 1 if AS j is the

neighbor of ASi in the multicast group, and 0 otherwise.
Therefore, the set of possible sources for the file for ASi is

M i = {j : yi
j = 1} (9)

The cost for one chunk in this case is then

Ck =
F

K

I′∑

i=1

min
l∈Mi

(dil(Yi)), (10)

where
∑I′

i=1 minl∈Mi(dil(Yi)) is the length of the multicast
tree from the source node to all the active nodes at that time.
Summing equation (10) over all the chunks gives us the total
cost for the realistic multicast case

C =

K∑

k=1

I′∑

i=1

F

K
min
l∈Mi

(dil(Yi)), (11)

This model can also be used in the perfect multicast case
by settingI ′ = I and ignoring time variance, in which case∑I′

i=1 minl∈Mi(dil(Yi)) reduces to the length of the span-
ning tree

∑I

i=1 di in (8).
Note that in contrast to the other mechanisms, we con-

sider only multicast which starts from a single source. This
may seem unfair to multicast, since it would of course be
possible to have several multicast sources sending the same
file, with each client joining the closest multicast tree. How-
ever, since the cost for multicast is basically the length ofthe
spanning tree, this approach would simply createN sub-
trees in the AS graph, which would reduce the total cost by
an amount proportional toO(N). Given that the overall cost
is proportional to the size of the networkO(I), the reduc-
tion of cost from multicasting from several sources would
simply be a small factor in reducing this cost.

Recall that we assumed that IP multicast would be used.
In the current Internet, IP multicast is not widely deployed
and if we wanted to use multicast, we would have to use an
application layer multicast approach. Since the topology of
the overlay network in an application layer multicast does
not correspond exactly to the topology of the underlying IP
network, the cost would have to be increased by an addi-
tional factor, calledstretch. Typical values for the stretch
have been observed to be about 1.1 [4], although in some
cases the authors in [4] report that the stretch can be quite
significant (5 or possibly more). If we were to include re-
liable multicast in addition, we would expect another 10%
increase in cost [13,18], giving a real, application-levelmul-
ticast distribution about 20% additional cost compared to
the values reported below for realistic multicast.



3.4 Comparison

If we compare equations (6), (7), and (11), we see that
they are all of the same basic form

C =
∑

ASes

∑

Chunks

size× min
l∈M

(d(Y )),

that is, summing over all the chunks in the file, assum-
ing that we can find the chunk in the best current location,
which gives the cost for a given client to get the file. These
individual clients are then summed together over all the
ASes to give the total cost.

The only difference between them is how the setM of
currently active peers is determined (and by extension, the
set I ′ for multicast). Our focus for the remainder of the
paper will therefore be around the dynamic properties of
the different mechanisms, that is, how does the setM vary
as peers join and leave the system.

3.5 Discussion on Cost

Our cost model takes into account only the number of
inter-AS hops that we have to use to distribute a file to all the
interested clients. Since our focus is on examining the im-
pact of the different content distribution mechanismon the
network, this choice is appropriate, because inter-AS traffic
typically represents a larger cost to the ISPs than intra-AS
traffic. Other metrics, such as analyzing the download time,
have been studied in the literature [20].

Mechanisms which rely on seeding the network with an
initial number of copies get a slight advantage in our cost
model, since the cost of creating the initial replicas is notac-
counted for. This is the case for CDN, BitTorrent, and Peer-
Assisted CDN. The reasons for this are three-fold. First,
especially in CDNs, the content is replicated over a private
network. Second, even if the replication was done over the
Internet, the cost of replication is a one-time, fixed cost for a
given file and number of copies. A file may be replicated 50
times, but if it is downloaded several 100,000 times, the cost
of the initial replication is only a minor fraction of the total
traffic. Since our focus is on popular content, we can ignore
the cost of the replication. Furthermore, our results indicate
that the performance of the Peer-Assisted CDN is almost
independent of the number of initial copies, hence the repli-
cation cost for such a system can be kept low. Third, the
cost would be the same for all the three mechanisms, hence
including it would not make a difference in the relative per-
formance.

4 Experimental Evaluation

For the evaluation of the different content distribution
strategies, we performed several experiments in which we

simulated the behavior of the different strategies with dif-
ferent parameters. In this section, we will explain the most
important parameter choices.

We ran our simulations on AS-level network topologies
which were generated by BRITE [16]. We used several dif-
ferent network topologies and report results for two differ-
ent topologies in this paper. We used the built-in mecha-
nisms for flat AS-level hierarchical topologies in BRITE.
Here we report the results for 500 node topologies. In each
AS we placed a number of clients which we varied as a
parameter in our experiments to see the effects of file popu-
larity. We used the same number of clients in each AS and
varied the number from 1 to 5.

4.1 Server Placement

Each of the mechanisms requires us to place the initial
copies (one for multicast, one or more for the others) in
some locations in the network. We use the following place-
ment algorithms. For BitTorrent, we create the initial seeds
in random location, to reflect the current behavior of BitTor-
rent. For CDN and Peer-Assisted CDN, we use the greedy
placement algorithm from [21] to determine the locations
where theN initial copies are to be placed. This heuristic
algorithm tries to place the servers in places so that the net-
work traffic is minimized. For perfect multicast the place-
ment does not matter, since the shortest spanning tree is
unique. For realistic multicast, we place one copy with the
same greedy algorithm as above.

4.2 Arrivals and Departures

Another key factor in our evaluation is the arrivals and
departures of clients. For Perfect Multicast and CDN these
do not matter, since Perfect Multicast assumes that all
clients arrive at exactly the same time and in CDNs, every
client needs to download the file by itself and the amount
of traffic generated is thus independent of the arrivals of the
clients.

For BitTorrent, Peer-Assisted CDN, and Realistic Mul-
ticast, client arrivals and departures play a crucial role in
determining the cost of content distribution. We use the fol-
lowing mechanism for determining when clients arrive and
when they depart the system. We make the simplifying as-
sumption that a client will not depart until the download is
completed. Although the assumption about clients down-
loading the complete file may sometimes be too restrictive,
our results in the next section show that the performance is
not very closely tied to the departures of the clients. This,
in turn, implies that even if clients depart early, the effect
on the overall cost of the distribution is likely to remain
small. Therefore we believe that this simplifying assump-
tion of complete downloads is justified.



We use a discrete-event simulator for our experiments.
In the simulator, we have divided the time intoroundsand
during one round, we assume that we are able to transfer
one small piece of the file (e.g., one chunk in BitTorrent).
At the beginning of a round, we assume that a random num-
ber of new clients arrive. The number is drawn from a uni-
form distribution between 0 andA. The locations where the
new clients arrive are randomly determined. At the end of
a round, we draw a uniformly distributed random number
between 0 andD to determine the number of clients that
can leave the system at the end of that round. Note that
because of our above assumption that all clients download
the complete file, the actual number of departing clients is
the smaller of random number and the number of clients
who possess the complete file. Although these arrivals and
departures produce session times which do not always cor-
respond to values observed in the real world, the advantage
of using synthetic arrival traces over real-world traces isthat
synthetic traces allow us much more flexibility in evaluat-
ing the sensitivity of the content distribution mechanismsto
client behavior. As already evident in the model (see Sec-
tion 3.4), client dynamics are at the key component in the
total cost, hence it is important to be able to evaluate the
sensitivity of the mechanisms with as many different arrival
and departure rates as possible.

In the following, when we talk about client arrivals and
departures, we refer to the values ofA andD. For example,
“arrival 40 and departure 20” means thatA = 40 andD =
20, i.e., at the beginning of a round, 0–40 clients arrive,
and at the end of a round, 0–20 clients depart (assuming
they have the complete file). The justification behind the
choice of these arrival and departure rates is that it allows
us to investigate different arrival/departure ratios, as well as
different absolute values for arrivals and departures.

5 Results

We will now present the results from our simulation ex-
periments. We present the results for 6 different sets of pa-
rameters (number of nodes and client arrivals and depar-
tures). We ran the experiments for a much larger set of
parameters and the results we obtained were similar to the
ones reported here. Figure 1 shows the results for a network
of 500 nodes (as described in Section 4) and 4 different
combinations of client arrival and departure rates. Because
of space limitations, we do not show other results.

In each of the plots, the x-axis is the number of copies
(for CDN) or the number of initial seeds (for BitTorrent and
peer-assisted CDN), that we create at the beginning of the
simulation. We ran our simulations for the full range (up
to 500 or 1000 initial copies), but only report the results
for up to 100 initial copies. This is because it is unrealistic
to assume that we would be able to seed a significant frac-

tion of the total network nodes with a copy. Note that in
our simulations, 100 nodes represent 10 or 20% of the total
nodes. Gao reports that there were 6474 ASes in use in Jan-
uary 2000 [10] and Akamai states on their website that they
currently have CDN servers in about 1100 ASes [2]. This
represents the extent of a large CDN which corresponds to
our choice of number of CDN servers or seeds that we re-
port in the figures.

On the y-axis, we plot the average download cost in hops
per client. This represents the number of inter-AS hops that
an average client needs to cross to get the file. For CDN,
this is the average distance to the closest CDN server. For
Realistic Multicast, this is the average length of the multi-
cast tree and for Perfect Multicast this is simply the length
of the spanning tree divided by the number of nodes, i.e.,
(I − 1)/I in our case. BitTorrent and Peer-Assisted CDN
are based on downloading small chunks from the file from
several sources, and we count the cost for each chunk indi-
vidually, and by weighing this cost by the size of the chunk,
we get the average cost for the complete file.

We ran each experiment in the figures multiple times and
the figures report the average values. Some figures also plot
the intervals between the minimum cost and maximum cost
observed in the experiments. In most cases we observed that
the differences were minimal. Perfect Multicast and CDN
are independent of the client arrivals and their results canbe
calculated using equations (7) and (8).

The results can also be used to estimate how much addi-
tional load new clients would bring. Since the cost on the
y-axis is calculated per client, any new client would have,
on average, the given cost for downloading the file.

Each graph shows several lines, which are named
strategy/c, wherestrategy is the name of the strat-
egy (BT is BitTorrent, PA is Peer-Assisted CDN, CDN is
CDN, PMC is perfect multicast, and RMC is realistic multi-
cast) andc is the number of clients per AS (for the strategies
where it matters).

Figure 1 shows the results for a 500-node network. We
show 5 different arrival and departure rate combinations. In
3 of the cases, the ratio of arrivals to departures is the same
(i.e., 2) and in one of them (Figure 1(b)) we show a larger ra-
tio. In Figure 1(d) we show a case where the ratio is 1. Fig-
ures 1(a) and 1(c) show that for the same arrival/departure
ratio, an increase in the absolute arrival and departure rates
leads to improved performance for Peer-Assisted CDN and
Realistic Multicast. We will discuss the implications of this
in Section 6. Comparing Figure 1(d) with the higher arrival
to departure ratios, we see that the results are also similar,
which indicates that the systems are not very dependent on
the departures of the clients, i.e., frequent client departures
do not hurt the performance.

All in all, we can make the general observation that Bit-
Torrent has the highest cost of all strategies, followed by
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(b) Arrival 40, Departure 2
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(c) Arrival 4, Departure 2
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Figure 1. Results for 500 nodes in network

CDN and Peer-Assisted CDN (in either order). Both mul-
ticast strategies, Realistic Multicast and Perfect Multicast,
typically have a lower cost. Since Perfect Multicast repre-
sents the lower bound, its good performance is not surpris-
ing. Between Realistic Multicast, CDN, and Peer-Assisted
CDN, the difference is typically not very large. Recall that
the Realistic Multicast is based on several simplifying as-
sumptions (IP level multicast, no packet loss), so that in
reality, the costs would likely be roughly equal.

In some parts of the parameter space CDN has a lower
cost than Peer-Assisted CDN and vice versa. As the number
of CDN servers or seeds in Peer-Assisted CDN increases,
the cost of both of the mechanisms tends to zero, since
eventually every AS would have a CDN server or a seed.
As mentioned above, the graphs present a realistic design
space of a CDN and further study is necessary to evaluate
the differences of CDNs and the Peer-Assisted CDN and de-
termine the causes of these differences. Recall that a CDN
would typically imply other costs, such as managing the pri-
vate network for replicating content which cannot always be
measured in terms of network hops in the Internet (see Sec-
tion 3.5).

Recall that the standard unicast distribution from one
server is roughly equivalent to a CDN with only 1 server.
Figure 1 allows us to make the interesting observation that
the standard BitTorrent imposes ahigher cost on the net-
work than each client downloading the file from a single

server on its own. On the other hand, BitTorrent does have
the advantage that it spreads the load over all the peers, not
just a single server as in the unicast case. Nonetheless, from
a purely network traffic point of view, BitTorrent seems ex-
tremely wasteful of resources.

6 Discussion

We will now discuss the implications of our results on
content distribution systems. As stated above, the typical
ranking of the different strategies is, from worst to best, Bit-
Torrent, CDN, Peer-Assisted CDN, and Multicast, where
the relative performance of CDN and Peer-Assisted CDN
varies. This conclusion holds for all the results we show
here, as well as for the results we have omitted.

Especially for a large number of clients per AS, the re-
sults for the Peer-Assisted CDN are encouraging, as its cost
is very low.

6.1 Difference between BitTorrent and
Peer-Assisted CDN

The difference between BitTorrent and the Peer-Assisted
CDN is striking, considering that they both use basically
the same system for distributing the content. The difference
lies in the implementation of the Peer-Assisted CDN which
aims at optimizing the performance at every step.



BitTorrent gives no guarantees about the peers on the list
given by the tracker; these could be peers that are very far
from the downloading peer. Even though the peers try to
discover nearby peers, there are no guarantees that they will
find them. This is a large factor in the high cost of BitTor-
rent, and explains why in some cases an increased number
of clients per AS increases the cost. See Section 6.3 for an
explanation on this phenomenon.

In contrast, the Peer-Assisted CDN always gives a list
of “best” (i.e., closest) peers from the tracker. Even though
the peer might actually not be able to download from the
absolute best peers, it will try to download from the peers on
this list, which are all very good candidates for download.

Another observation we can make is that in the Peer-
Assisted CDN, the number of seeds does not influence the
performance much, as opposed to BitTorrent. This means
that selecting good neighborsfrom which to download is
the key to peer-assisted content distribution mechanisms.
Other factors, such as number of initial copies, size of the
network, or peer behavior patterns, have only negligible ef-
fect on the overall performance.

6.2 Effect of Arrivals and Departures

The effects of the client arrivals and departures (i.e.,
client dynamics) are clearly visible in the results. The
strategies which especially depend on this are Peer-Assisted
CDN and Realistic Multicast. Also BitTorrent reacts to the
client dynamics, however, the effects are typically less pro-
nounced.

As Figure 1(d) shows, even when the “arrival” to “depar-
ture” ratio is low, the performance of the mechanisms does
not degrade markedly. However, it is better to have more
arrivals than departures to keep enough sources for chunks
in the system. Typically, we observed that an arrival to de-
parture ratio of 2 is sufficient. However, as shown by the
comparison of Figure 1(d) and 1(c), having a high enough
absolute arrival rate already guarantees good performance.
Therefore, we can conclude that as long as clients are arriv-
ing sufficiently frequently, their departures have little effect
on the overall performance.

This is a very promising result, since efficient content
distribution strategies are extremely vital forpopular con-
tent, which many clients want to download simultaneously.
In these cases, we would have a situation where many
clients arrive, i.e., similar to the case in Figures 1(a) and
1(b).

Also encouraging is the comparison of Figures 1(a)
and 1(b). Even though Figure 1(a) has a departure rate an
order of magnitude larger than in Figure 1(b), the actual dif-
ference in cost is quite small. This confirms our result from
above, that if the arrival rate is high enough (i.e., contentis
popular enough), then it doesnotmatter whether the clients
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Figure 2. Example with different number of
clients per AS

remain as seeds after they have completed their downloads.
Hence, the performance is not tied to altruistic users, but can
also support a relatively large number of free-riders without
a negative effect on performance.

6.3 Number of Clients

As expected, systems, where client dynamics play a large
role, benefit from a larger number of clients per AS, since
this makes the dynamics on the inter-AS level much more
stable. This applies to both Peer-Assisted CDN and Re-
alistic Multicast. For the normal BitTorrent however, in-
crease in the number of clients per AS typically increases
the overall cost. The following example illustrates why this
can happen.

Consider the network topologies shown in Figure 2. The
network has 4 ASes (A, B, C, andD) and each AS has two
clients as denoted by the small oval. First, consider the case
where each AS has only 1 client, i.e., only clientsA1, B1,
C1, andD1 are in the network.

We assume that each of the links between the ASes has
a cost of 1. Furthermore, assume that ASesB andC have
a copy of the file, in other words,B1 andC1 are the seeds
in the system. We assume that clients are coming randomly
in the network and that arrival rate is 2 and departure rate is
1 and tracker will give 2 random peers when a client joins
the network. We assume that there is only 1 chunk to be
transmitted. We also assume that peer will upload to the
closest client at a time.

Consider the cost of the clientA1. When clientA1 joins
the network, it will get two peers from the tracker. Since
there are only two peers available,B1, andC1, A1 will get
both of them and pick the better of those two, i.e.,B1. So
the expected cost of A1 to download the file is 1 hop. Note
that even though the tracker gives a list of random peers,
a downloading client even in standard BitTorrent will pick
the best peer from the list it gets, i.e.,B1.

Let us now consider the case where all the clients in Fig-
ure 2 are in the network and calculate the expected cost for
client A1, under the same assumptions about the arrivals
and departures. Note that we also assume that the seedsB1
andC1 remain in the system.



There are now 6 clients (A1, A2, B2, C2, D1, andD2)
who want to join the system and 2 clients (B1, C1) are
the initial seeds. Since 2 clients arrive each round and the
arrivals are randomly distributed, clientA1 can arrive in the
first, second, or third round.

If A1 comes in the first round, we have the same situation
as in the 1 client case and the expected cost is 1.

If A1 comes in the second round, there are 10 possible
combinations of clients having arrived in the first round,
i.e., (A2, D1), (A2, D2), (A2, B2), (A2, C2), (D1, D2),
(D1, B2), (D1, C2), (D2, B2), (D2, C2), (B2, C2) and
one of the two arrived clients will have left the system,
since it has completed the download and the departure rate
was assumed to be 1. The expected cost in this case is5

6 .
(See [9] for details.)

In the case thatA1 comes in the third round, the expected
cost can be shown to be2120 hops.

Since clientA1 can arrive in any of these rounds (with
equal probability), the overall expected cost is then1/3(1+
13
12 + 21

20 ) = 1.044 hops.
This calculation explains why the cost of BitTorrent can

increase as the number of clients per AS increases. As the
calculation shows, the amount of increase depends on the
arrival and departure rates, as well as on the number of
chunks to be distributed. Evaluating the inherent sensitivity
of BitTorrent to this phenomenon is part of our future work.

The Peer-Assisted CDN is immune to this problem, since
the tracker always gives the list of closest peers to the client.
In other words, in the above case of peersA2, B1, and
C1 being in the system whenA1 arrives, the list from the
tracker would always containA2 andB1, thus resulting in
a cost of zero hops.

6.4 Implementation Concerns

Given the good performance of the Peer-Assisted CDN,
the logical follow-up question is how hard is it to implement
such a scheme? As our results show, the number of initial
seeds is of little importance, as the performance is relatively
stable across a wide range of initial seeds. Therefore, we
do not require an extensive network of well-placed content
servers as in a CDN, although such a network could be used.

The second big problem relates to how the tracker can
give the list of the best peers to new clients who join the
system. Modern CDNs achieve this functionality through
their vast network of content and redirection servers, which
demonstrates that such a system can be built. Other pro-
posals for systems which are able to determine the “dis-
tances” (e.g., latency) between hosts in Internet include Vi-
valdi [8], PIC [7], and NPS [17]. Any such system could
serve us as a means to allow the tracker to determine which
clients are closest to the new peer. Some such systems,
e.g., Vivaldi [8], piggyback their measurements on exist-

ing application-level traffic, making the overhead of such a
system manageable.

Therefore the implementation of a peer-assisted content
distribution system does not require the deployment of a
large infrastructure, nor does it necessarily place undue bur-
den on the tracker.

7 Related Work

Krishnamurthy et al. [15] have studied the performance
of several existing CDNs. Their focus is on examining the
amount of content served by different CDNs and evaluat-
ing the type of content served by CDNs. They also perform
an extensive evaluation of the performance of the different
CDNs, in terms of download latency and redirection per-
formance. In contrast, our work in this paper focuses on
evaluating the network impact of CDNs, relative to other
possible content distribution strategies.

Biersack et al. [5] discuss the performance of peer-to-
peer networks in file distribution. They look at three differ-
ent types of content distribution schemes, linear, tree, and
forest, and derive an expression for the upper bound for the
time which it takes until all peers have completed the down-
load of a file. Their results also validate the usefulness and
scalability of peer-to-peer content distribution technologies,
but they do not compare peer-to-peer technologies with ex-
isting content distribution mechanisms. Our focus is on
evaluating the impact of different content distribution tech-
nologies, including but not limited to peer-to-peer technolo-
gies, and gain insight into how a practical peer-to-peer con-
tent distribution system should be built.

Qiu and Srikant [20] present a model for BitTorrent-
like networks for evaluating the evolution of the number of
nodes in the network as well as the download times. They
model the network as a fluid model and derive expressions
for the average number of seeds and the average download
time of a chunk. They also discuss the incentive mecha-
nisms in BitTorrent and present strategies for peers to select
to which peers they should upload. They do not address the
problems of locality in the downloads and the resulting wide
area traffic, which is the focus of our study in this paper.

Gkantsidis and Rodriguez present a network coding
based approach for distributing large scale content [11].
Their approach has some similarities to our Peer-Assisted
CDN mechanism. In the network coding system, there is
one source for the file and several nodes which are inter-
ested in it. The source sends out the file in chunks and
the nodes are able to generate new chunks through network
coding [1]. They present an architecture for spreading the
file through network coding and evaluate the performance
of their architecture. The evaluation focuses on the down-
load time and number of concurrent users. The similarities
to our Peer-Assisted CDN are that both systems exploit the



peers to distribute the files. However, in our work, we ex-
plicitly consider the network impact of the content distri-
bution and perform a comparison between different content
distribution strategies. As the comparison between BitTor-
rent and the Peer-Assisted CDN indicate, a peer-based con-
tent distribution system can have a wide range of perfor-
mance values and such systems need to take much care in
deciding how to exploit the peers.

8 Conclusion

In this paper we have evaluated several different content
distribution mechanisms in terms of how much wide-area
network traffic they cause. The models considered were
unicast, standard CDN, two different multicast strategies,
a BitTorrent-like peer-to-peer network and a Peer-Assisted
CDN, which exploits the proximity of peers. We have de-
veloped an analytical model for the different content dis-
tribution mechanisms and our model shows that the differ-
ences between the mechanisms stem mainly from the dy-
namics of the system.

Our experimental results highlight the following conclu-
sions. First, exploiting peers to distribute content can be
highly beneficial, as demonstrated by the good performance
of the Peer-Assisted CDN. Second, this exploitation of
peers must be done carefully, maximizing the benefits at ev-
ery step. This is clear from the large difference between Bit-
Torrent, which exploits the peers naively, and Peer-Assisted
CDN where we have optimized every step.Third, for highly
popular content, a peer-assisted strategy does not need to
rely on altruistic users, but can support a large number of
free-riders. Fourth, a carefully planned peer-assisted con-
tent distribution has performance comparable to a realistic
multicast scheme.

Our future work will include an analysis of the sensitiv-
ity of the different mechanism to the choices of the differ-
ent parameters. In addition, we will evaluate different al-
gorithms for determining which peers are closest to a given
peer, since selecting good download sources was seen to be
the main factor affecting performance.
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