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1 Introduction

Recent developments in network and switching technologies have increased data intensity of telecommunications systems and services far more data intensive. This is clearly seen in many areas of telecommunications including network management, service management, and service provisioning. For example, in the area of network management the complexity of modern networks leads to a large amount of data on network topology, configuration, equipment settings, and so on. In the area of service management there are customer subscriptions, the registration of customers, and service usage (e.g. call detail records) that lead to large databases.

The integration of network control, management, and administration also leads to a situation where database technology becomes an integral part of the core network; For example in architectures like TMN [16], IN [9, 17], and TINA [7]. The combination of vast amounts of data, real-time constraints, and necessity of high availability creates challenges for many aspects of database technology including distributed databases, database transaction processing, storage and query optimization.

Until now, the database research community has only paid a little attention to data management in telecommunications and has contributed little beyond core database technology. The challenges facing telecom data management are now at a point that the database research community can and should become deeply involved.

The performance, reliability, and availability requirements of data access operations are demanding. Thousands of retrievals must be executed in a second and the allowed down time is only a few seconds in a year.

Telecommunication requirements and real-time database concepts are somewhat studied in the literature [4, 2, 24, 3].

Kim and Son [27, 23] have presented a StarBase real-time database architecture. This architecture has been developed over a real-time micro kernel operating system and it is based on relational model. Wolfe & al. [46] have implemented a prototype of object-oriented real-time database architecture RTSORAC. Their architecture is based on open OODB architecture with real-time extensions. Database is implemented over a thread-based POSIX-compliant operating system. Another object-oriented architecture is presented by Cha & al. [6]. Their M²RTSS-architecture is a main-memory database system. It provides classes, that implement the core functionality of storage manager, real-time transaction scheduling, and recovery.

Dali [22] is a main memory storage manager, that can be uses as a memory manager in any single main memory database system. BeeHive [41] is a real-time database supporting transaction and data deadlines, parallel and real-time recovery, fault tolerance, real-time performance and security. AustRa [14, 45] is a database engine developed for telephony applications like mobility management and intelligent networks.

The RODAIN database architecture is real-time, object-oriented, fault-tolerant, and distributed data-

1RODAIN is the acronym of the project called Real-Time
base management system. The RODAIN architecture is designed to fulfill the requirements of a modern database system for telecommunications. The requirements are derived from the most important standards in telecommunications including Intelligent Network (IN), Telecommunications Management Network (TMN), and Telecommunication Information Networking Architecture (TINA). The requirements originate in the following areas: real-time access to data, fault tolerance, distribution, object orientation, efficiency, flexibility, multiple interfaces, and compatibility [35, 43].

In RODAIN we have developed a real-time main-memory database architecture that is an object-oriented database that uses object model of ODMG [5] with real-time extensions of our own [25]. The additional characteristics are designed so that the original ODMG model is a true subset of our extended model. The essence of the extensions is to guarantee that the real-time scheduler and the concurrency controller have enough knowledge to overcome the problems due to heterogeneous lengths of transactions. The prototype implementation of RODAIN database architecture supports real-time scheduling of real-time and non-real-time transactions.

In telecommunication applications, database transactions have several different characteristics. In RODAIN we have studied two basic types of transactions: service provision transactions (IN) and service management transactions (TMN). The IN transactions are expressed as firm real-time transactions whereas the TMN transactions are expressed as non-real-time transactions. Traditional concurrency control methods use serializability as the correctness criterion when transactions are concurrently executed. However, strict serializability as the correctness criterion is not always suitable in real-time databases, in which correctness requirements may vary from one type of transactions to another and from one type of data to another. Some data may have temporal behavior, some data can be read although it is already updated but not yet committed, and some data must be guarded by strict serializability. These conflicting requirements must be solved through using a special purpose concurrency control scheme. Therefore, the RODAIN concurrency control is based on an optimistic method which is extended with relaxed serializability and semantic conflict resolution.

Any database used in many telecommunication services must also be continuously available. The “official” ITU requirements allow down time to be only few seconds per failure. The high availability of the RODAIN database system is achieved by using two separate nodes with their own copies of the full database. One node, called the primary node, executes the database updates. The other node, called the mirror node, monitors the changes in the database content and is ready to take the update responsibilities if the primary node fails.

The rest of the paper is organized as follows. In Section 2 we briefly summarize the key requirements for a database that is suitable for telecommunication applications. The architecture of the RODAIN Database Management System is presented in Section 3. In Section 4 we introduce the application interfaces and in Section 5 we discuss transaction processing. A detailed description of the concurrency control is given in Section 6.

2 Database Requirements in Telecommunications

Below we summarize the key requirements including data distribution, data replication, object orientation, object directories, multiple application interfaces, fault tolerance, and real-time transactions. A more detailed description can be found in [44].

Data distribution. A set of database nodes may cooperate to accomplish database tasks. A node may request information from other nodes in case information needed is not locally available. It is possible to implement the underlying database system without data distribution. In such an implementation all applications use a single database
server. This differentiates logical data distribution from physical data distribution among database nodes. The former is necessary but the latter is a decision internal to the design of the database architecture. Our current belief is that only a few requests need to access more than one database node.

**Data replication.** It is stated in ITU-T Recommendation Q.1204 [20] that a database node contains customer and network data for real-time access. We believe that currently most distributed operations are reads. Therefore, replication is an effective way to speed up distributed operations.

**Object orientation.** It is a common belief that the best long term telecommunication architectures are object oriented. The implication is that a database system must support object access. In other words, the database system must either be object oriented or have an object interface.

**Object directories.** The conceptual model of IN Service Control Function (ITU-T Recommendation Q.1214 [18]) defines a Service Data Object Directory that is used to access data stored in the Service Data Functions. This implies that object directories must be supported. The invocation mechanism of CORBA is a good alternative to implement the functionality.

**Multiple application interfaces.** In telecommunications different architectures define different access interfaces. The IN Capability Set 1 defines IN Application Protocol (INAP). TMN has its own access methods based on the OSI (X.700) management protocols. The current definition in TINA is based on TINA ODL which is quite similar to the OMG IDL interface. Therefore, OMG IDL interface is also needed. In addition, OQL interface—probably without response-time guarantees—would be convenient for ad hoc queries and database maintenance.

**Fault tolerance.** Real-time access implies that data must be continuously available. The result of the implications is that the database system must be fault tolerant. In the current definitions the maximum allowed down time is a few seconds a year.

**Real-time transactions.** Although the real-time data access as stated in ITU-T Recommendation Q.1204 does not directly imply that the underlying database system must support real-time transactions, we believe that the most convenient way to support real-time access to data is to use a real-time database system. In telecommunications we will need both soft and firm transactions. We do not believe that hard transactions will be used in near future because systems supporting hard transactions are too expensive for open telecommunication markets.

## 3 Overview of the RODAIN Database Architecture

The RODAIN Database Architecture is a hierarchical distributed database architecture. The RODAIN Database Nodes are linked together to form database clusters. Furthermore, the database clusters are then connected together to allow access between different, possibly heterogeneous, distributed databases (Figure 1).

RODAIN Database Nodes within one database cluster share common metadata. They also have access to a global dictionary in order to locate any data item. Different telecommunication applications as clients of RODAIN Database Cluster can access any one of the Database Nodes. Each node serving a request can fully hide data distribution by providing access to all data items within the cluster. For the most time-critical transactions the RODAIN Database offers the possibility to learn the fastest access point of each time-critical data item.

RODAIN Database Clusters do not necessarily share common metadata. Instead, schema translations may be needed when data items from remote cluster are accessed. It should also be noted that no assumption of real-time behavior of the remote cluster can be made since the remote cluster usually belongs to a different administration domain. Therefore, we assume that the communication between clusters will be based on standard communication protocols and object access models like the ones used in CORBA [32]. In this way
a remote cluster does not have to be a RODAIN Database Cluster. In fact a remote cluster can be any object or relational database.

The data in each Rodain Database Node is divided into two parts; each data item belongs to hot data or to cold data [37]. The data items are stored in different databases in the Rodain Database Node: hot data is stored in a main-memory database and cold data is stored in a disk-based database. All updates in the hot data are done in main memory. A transaction log of hot data is maintained to keep the database in a consistent state. A secondary copy of hot data is located in a mirror node and only a backup copy is maintained on the disk. Since cold data is stored in a disk-based database we use a hybrid data management method that combines a main-memory database and a disk-based database.

RODAIN Database Nodes that form a RODAIN Database Cluster are real-time, highly-available, main-memory database servers. They support concurrently running real-time transactions using optimistic concurrency control protocol with deferred write policy. They can also execute non-real-time transactions at the same time on the database. Real-time transactions are scheduled based on their type, priority, mission criticality, or time criticality.

In order to increase the availability of the database each Rodain Database Node consists of two identical co-operative nodes. One of the nodes acts as the Database Primary Node and the other one, Database Mirror Node, is mirroring the Primary Node. When ever necessary, that is when a failure occurs, the Primary and the Mirror Node can switch their roles. When there is only one node in function we call it as a Transient Node. A Transient Node behaves like Primary Node, but it is not accompanied by a Mirror Node and, therefore, it behaves like a stand-alone database system. The role of Transient Node is designed to be temporary and used only during the failure period of the other node.

Database Primary Node and Mirror Node use a reliable shared Secondary Storage Subsystem (SSS) for permanently storing the cold data database, copies of the hot data database, and log information. The nodes themselves are further divided into set of subsystems (Figure 2) that perform the needed functionality on both nodes. Below we will shortly summarize the functionality of each subsystem.

**User Request Interpreter Subsystem.** The Rodain Database Node can have multiple application interfaces. Each interface is handled by one specific User Request Interpreter Subsystem. It translates its own interface language into a common connection language that the database management subsystem understands. The URIs on the Primary Node are active and communicate with the clients. On the Mirror Node the URIs are not needed.

**Distributed Database Subsystem.** A Rodain Database Node may either be used as a stand-alone system or in co-operation with the other autonomous Rodain Database Nodes within one RODAIN
Database Cluster. The database co-operation management in the Database Primary Node is left to the Distributed Database Subsystem (DDS). The Distributed Database Subsystem on the Mirror Node is passive or non-existent. It is activated when the Mirror Node becomes a new Primary or Transient Node.

Fault-Tolerance and Recovery Subsystem. The FTRS on both nodes controls communication between the Database Primary Node and the Database Mirror Node. It also co-operates with the local Watchdog Subsystem to support fault tolerance.

The FTRS on the Primary Node handles transaction logs and failure information. It sends transaction logs to the Mirror Node. It also monitors the Mirror Node. When it notices a failure it reports that to the Watchdog Subsystem for changing the role of the node to the Transient Node. On the Transient Node FTRS stores the logs directly to the disk on the SSS.

The FTRS on the Mirror Node receives the logs sent by its counterpart on the Primary Node. It then saves the logs to disk on Secondary Storage Subsystem and gives needed update instructions to the local Database Management Subsystem. When it notices that the Primary Node has failed, it informs the local Watchdog Subsystem to start role change.

Watchdog Subsystem. The Watchdog subsystem watches over the other local running subsystems both on the Primary and on the Mirror Node. It implements a subset of watchd [13] service. Upon a failure it recovers the node or the failed subsystem. Most subsystem failures need to be handled like the failure of the whole node. The failure of the whole node requires compensating operations on the other node. On Primary Node when the failure of the Mirror Node is noticed, the WS controls the node change to the Transient Node. This change affects mostly the FTRS, that must start storing the logs to the disk. On Mirror Node the failure of the Primary Node generates more work. In order to change the Mirror Node to the Transient Node the WS must activate passive subsystems such as URIS and DDS. The FTRS must change its functionality from receiving logs to saving them to the disk on SSS.

Object-Oriented Database Management Subsystem. The OO-DBMS is the main subsystem on both Primary Node and Mirror Node. It maintains both hot and cold databases. It maintains real-time constraints of transactions, database integrity, and concurrency control. It consists of a set of database processes, that use database services to resolve requests from other subsystems, and a set of manager services that implement database functionality. The Object-Oriented Database Management Subsystem needs the Distributed Database Subsystem, when it can not solve an object request on the local database.

4 Usage Interfaces

As described in Section 3 there are multiple URISs in the RODAIN architecture. For each protocol allowed to access RODAIN database system, there must exist an URIS. Each URIS receives queries and service requests presented in one specific protocol and transforms these queries and requests into a language that the DBMS understands.
An open database management system must support several interfaces to the database. We have studied requirements set by two Intelligent Network’s protocols. **Intelligent Network Application Protocol (INAP)** is described in the capability set 1 (CS-1) [19]. It introduces a **Service Data Function (SDF)**, which provides the functionality needed for storing, managing and accessing information in the network. CS-2 introduces **Data Access Protocol (DAP)** [21]. IN CS-2 defines the rest of the IN services. The enhancements of the DAP include authentication, security, assignment of the access rights, control user’s data access and block data access.

An interface for OSI’s **Common Management Information Protocol (CMIP)** [15] is also studied. With CMI protocol user can insert an information tree into RODAIN and manage it. With CMIP the user can successfully make connections to the database and manage the information tree and manipulate the information in it.

CORBA [30, 32] offers means for distribution and built in connections to several different platforms. It has gained growing interest also in the telecommunication. Therefore, we have evaluated the integration of CORBA and DBMS. As a result, we have specified the requirements for an **Object Database Adapter (ODA)** [33]. The direct invocation of database objects from a CORBA application is an important performance issue. It would be impossible for the CORBA to work properly if all database objects were to be registered as CORBA objects. It would cause severe overhead for the CORBA system. An ODA should provide both static and dynamic invocation (DII) of database objects. This is achieved by introducing the interfaces of database objects to CORBA. Plenty of the functionality provided by CORBA is defined in different service specifications [32]. Some of the services include functionality that ODA should also provide. In Figure 3 the basic architecture of RODAIN Object-Oriented Database Adapter (ROODA) is shown. The names Persistent Object Service (POS), Object Transaction Service (OTS) and Object Query Service (OQS) refer to the corresponding services. DII and DSI refer to dynamic invocation and skeleton interfaces. It should be noted that, in the context of ROODA only certain parts of these services are implemented.

**The Persistent Object Service (POS)** provides a common interface to the mechanism used for retaining and managing the persistent state of objects. The client, that has requested or created an object, may make it persistent by invoking objects introduced in the POS interface. For this service, ROODA acts as a persistent data service (PDS) and the RODAIN DBMS as a datastore. However, in the version 2.2 of CORBA, the POS is abandoned and a Persistent Object Adapter (POA) is taking care of persistence [31].

**The Object Transaction Service (OTS)** provides transaction synchronization across the elements of a distributed client/server application. A transaction can involve multiple objects performing multiple requests. OTS places no constraints on the number of objects involved, the topology of the application or the way in which the application is distributed across the network. However, there is one restriction for the participating objects. The objects called within OTS must be either transactional or recoverable for that operation to display transaction semantics [40].

**Dynamic Invocation and Skeleton Interfaces (DII & DSI)** provide means for dynamic object invocation. DII allows clients to access objects, which were not available in the system when the client was compiled. DSI is the server’s part of the dynamic invocation procedure. They are required in the ROODA, since the database evolves constantly.

**Object Query Service (OQS)** [32] provides predicate-based queries of selection, insertion, updating, and deletion on collections of objects. Operations are executed to source collections and they
may return result collections of objects. The result collections may be either selected from the source collections or produced by query evaluators. Queries may be further set also on the result collections.

The OQS consists of two different interfaces; the query interface and the interface for iterable collections. CORBA objects may participate in the OQS in two different ways. All CORBA objects as themselves are queryable. A query may be set on object’s attributes, relationships, or methods. CORBA objects can also be members of collections. With the iterable collection interface queries may be set efficiently on these collections.

OQS may set queries also to objects that are not managed by CORBA. Usually these external objects reside in a database. The CORBA can access database objects basically only one at a time, since CORBA handles single objects. If the database management provides class collection, objects of that class may be requested by CORBA. Efficient querying of objects from an external database requires the use of database’s native query language. Hence, we must provide an efficient OQL interface in the RODAIN DBMS.

5 Transaction Processing

There are three problems that any real-time database system must deal with: 1) resolving resource contention, 2) resolving data contention, and 3) enforcing timing constraints. In the RODAIN database transactions to be executed are classified according to their deadline and to their importance. Real-time transactions differ from traditional transactions in many ways. In traditional database systems the main goal of transaction scheduling is to maximize the throughput of transactions. In real-time database systems the goal is to maximize the number of transactions that complete before their deadlines. Predictability of transaction lengths is one of the most important prerequisites for meeting the deadlines in real-time systems.

In real-time database systems transactions must be controlled by a real-time scheduler. A scheduling priority for each transaction is automatically evaluated and modified during the run time. Evaluation process is based on characteristics of the transaction, validity of the accessed data object, and the dynamic behavior of the system.

The goal of real-time scheduling is to maximize the number of transactions that complete before their deadlines. However, this is not always possible. In these situations transactions having low values of the transaction importance property are sacrificed in favor for those having high values. In RODAIN database transactions arrive asynchronously. Due to the nature of telecommunication systems the arriving rate of transactions may vary within a very large bounds. Furthermore, a length of each transaction and its data accessing patterns may vary in unpredictable way. Therefore, there are sometimes situations when DBMS load temporarily exceeds its processing capacity. In literature this is called an overload situation.

In RODAIN database we use an adaptive overload prevention policy. A principle of this policy is to limit the number of active Transaction Processes. The present limit is based on system load, which is observed in periodic basis. The metric of system load is how many transaction misses its deadline within an observation period. Another factor for limit calculation is how many aborts are made due to concurrency control.

Transaction processing in the RODAIN system is a task which requires co-operation of numerous processes. These processes are located 1) in the Object-Oriented Database Management Subsystem (OODBS), 2) outside the OODBS but inside the RODAIN node, and 3) outside the RODAIN node. Transactions can directly modify local and remote data, call (invoke) local and remote methods, and commit or abort modifications done in local node or remote nodes.

During the last 10–15 years several algorithms have been developed to schedule real-time transactions (e.g.,[47]). The main goal of the real-time scheduling algorithms is to guarantee that as many transactions as possible will meet their deadline. The scheduling algorithms have different behavior depending on both data and processing resource contention [1]. For the RODAIN database system the challenge in real-time scheduling is the fact that existing real-time scheduling algorithms do not guar-
antee that non-real-time transactions will receive enough resources to complete.

In telecommunication applications database transactions have several different characteristics [36]. In RODAIN database system two transaction types have been studied: service provision (IN) and service management (TMN) transactions. IN transactions are used to access data of one customer. TMN transactions are used to update database contents widely, for example, when adding new users or configuring user profiles.

IN type transactions are short reads or updates, which usually affect a few database objects. Typically the object is fetched based on the value of its key attribute value. Transaction atomicity and consistency requirements can sometimes be relaxed [43]. However, IN transactions have quite strict deadlines and their arrival rate can be high, but most IN transactions have read-only semantics. In existing IN applications ratio of write transactions is approximately 1 to 10 percent [43]. In RODAIN transaction scheduling IN transactions are expressed as firm real-time transactions.

TMN type transactions have opposite characteristics than IN transactions. They are long updates which write many objects. Strict serializability, consistency and atomicity are required for TMN transactions. However, they do not have explicit deadline requirements. Thus, TMN transactions are expressed as non-real-time transactions.

Most database systems offer either real-time or fair scheduling for concurrent transactions. These aspects often conflict with each other. To fulfill telecommunication database requirements conflicting transaction types must be scheduled simultaneously in the same database. Short IN transactions must be completed due to their deadlines as well as long TMN transactions must get enough resources to complete.

The RODAIN scheduling algorithm, called FN-EDF, is designed to support simultaneous execution of both firm real-time and non-real-time transactions. In RODAIN firm deadline transactions are scheduled according to the EDF scheduling policy [29, 12]. The FN-EDF algorithm guarantees that non-real-time transactions receive a respecified amount of execution time.

The FN-EDF algorithm periodically samples the execution times of all transactions. The operating system scheduling priority of a non-real-time transaction is adjusted if its fraction of execution time is either above or below the respecified target value. For each class of non-real-time transactions \( (c = 1, \ldots, C) \) the target value is given as a system parameter \( \gamma_c \), which can be changed while the system is running.

The scheduling of transaction processes is based on the FIFO scheduling policy provided by the Chorus operating system [34]. A continuous range of priorities is reserved for transactions. For firm deadline transactions the priority is assigned once and subsequent transactions receive priorities based on previous assignments. When a non-real-time transaction is started, it receives the lowest priority of priority range. During adjustment phases the priority is raised until the transaction receives the deferred fraction of execution time. Transaction processing of the RODAIN DBMS is discussed more detailed in [25].

6 Concurrency Control

Traditional concurrency control methods use serializability [8] as the correctness criterion when transactions are executed concurrently. However, strict serializability as the correctness criterion is not always the most suitable one in real-time databases, in which correctness requirements may vary from one type of transactions to another. Some data may have temporal behavior, some data can be read although it is already written but not yet committed, and some data must be guarded by strict serializability. These conflicting requirements may be solved through using a special purpose concurrency control scheme.

A heterogeneous transaction behavior introduces problems also to concurrency control. In traditional databases, database correctness is well defined and homogeneous between transactions. However, a demand for strict database correctness is not applicable for real-time databases, where correctness requirements can be heterogeneous. Real-time data is often temporal and neither serializing concurrency
control nor full support for failure recovery is not required because of the overhead [42]. This has lead to ideas such as atomic set-wise serializability [39], external versus internal consistency [28], epsilon serializability [38], and similarity [26]. Graham [10, 11] has argued that none are as obviously correct, nor as obviously implementable, as serializability.

Due to the semantic properties of telecommunications applications, the correctness criterion can be relaxed to so called semantic based serializability. We decompose the semantic based serializability into two parts. Firstly, we define a temporal serializability criterion called $\tau$-serializability [36], which allows old data to be read unless the data is too old. Secondly, we use a semantic conflict resolution model that introduces explicit rules, which are then used to relax serializability of transactions. The first method reduces the number of read-write conflicts whereas the second one reduces the number of write-write conflicts.

We use the $\tau$-serializability as a correctness criterion to reduce read-write conflicts. Suppose that transaction $T_A$ updates the data item $x$ and gets a write lock on $x$ at time $t_a$. Later transaction $T_B$ wants to read the data item $x$. Let $t_b$ be the time when $T_B$ requests the read lock on $x$. In $\tau$-serializability the two locks do not conflict if $t_a + \min(\tau_b, \tau_x) > t_b$. The tolerance $\min(\tau_b, \tau_x)$ specifies how long the old value is useful, which may depend both on data semantics ($\tau_x$) and on application semantics ($\tau_b$).

These novel ideas are utilized with optimistic concurrency control protocol designed for RODAIN. Optimistic concurrency control protocols have the nice properties of being non-blocking and deadlock-free. These properties make them especially attractive for RTDBS. As conflict resolution between the transactions is delayed until a transaction is near completion, there will be more information available for making the choice in resolving the conflict. We have presented a method to reduce the number of transaction restarts and a new optimistic concurrency control protocol, called OCC-DATI.

7 Conclusion

We have described the RODAIN database architecture and main parts of its prototype implementation. The RODAIN database architecture is designed to meet the challenge of future telecommunications systems including Intelligent Networks, Telecommunication Management Network, and Telecommunications Information Networking Architecture.

In order to fulfill the requirements of the next generation telecommunications systems, the database architecture must be fault tolerant and support real-time transactions with explicit deadlines. The internals of the RODAIN DBMS are designed to meet the requirements of telecommunications applications including a real-time access to data, fault tolerance, distribution, object orientation, efficiency, flexibility, multiple interfaces, and compatibility with telecommunications practices. The requirements are, in some extent, conflicting. Therefore, the RODAIN database system is based on trade-offs; novel and innovative solutions are used only when old and exercised methods are found to be insufficient.
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