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ABSTRACT: This report deals with propositional satisfiability checking. Most
successful satisfiability checkers are based on the Davis–Putnam method and
assume that the input formulae are in conjunctive normal form (CNF). In
this work an alternative approach is considered. A tableaux–based method for
a more general formula representation called Boolean circuits is introduced.
The method can be seen as a generalisation of the Davis–Putnam method to
Boolean circuits.

The effectiveness of the tableau method is investigated. In particular, the
role of the important splitting / cut rule is considered. The effect that restric-
tions on the use of the cut rule have on proof complexity, i.e., on the size of
proofs producible, is studied.

It is shown that restricting the application of the cut rule in any of the
natural locality based ways considered causes an exponential increase in
the proof complexity. Moreover, there are exponential differences between
the proof complexity of all the restricted methods. The results rely on the
resolution–boundedness of the methods and on properties of certain circuit
families such as a Boolean circuit representation of the well–known pigeon–
hole principle.

The results apply to the Davis–Putnam method for formulae in CNF ob-
tained from Boolean circuits using Tseitin’s translation. Thus it is shown that
locality based cut restrictions, such as splitting on the input gates only, in-
crease the size of proofs exponentially in the worst–case in Davis–Putnam
based satisfiability checkers.

KEYWORDS: propositional satisfiability, satisfiability checking, Boolean cir-
cuits, cut rule, proof complexity, polynomial simulation, resolution, Davis–
Putnam method
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1 INTRODUCTION

In this chapter general background is given and the scope of this work is
defined.

1.1 Background

The problem of finding out whether a propositional formula is satisfiable,
i.e., evaluates to true with some truth assignment, is called the propositional
satisfiability problem (SAT) [28]. It is an archetypical NP-complete problem
[6], and thus hard to solve. Because of its universal nature, a variety of prob-
lems, e.g., in the areas of planning [21, 22], model checking of finite state
systems [5, 4], testing [23], and verification [3], can be seen as SAT prob-
lem instances. Due to this, there is a high demand for more feasible ways of
solving SAT instances, ranging from industrial applications to pure research.
Various methods for checking the satisfiability of SAT instances have been
developed (see [15] and [35] for surveys) and applied successfully to many
interesting domains. The success builds on recent significant advances in
the performance of SAT checkers based both on stochastic local search al-
gorithms and on complete systematic search, see e.g. [30, 26, 24, 1, 25, 13].
Still, universally efficient methods are yet to be found.

Most successful satisfiability checkers assume that the input formulae are
in conjunctive normal form (CNF) [27]. The reason for this is that it is
simpler to develop efficient data structures and algorithms for CNF than for
arbitrary formulae. Moreover, propositional formulae can be transformed
in polynomial time (see e.g. [29]) into CNF while preserving the satisfiabil-
ity of the instance. Therefore one usually employs a more general formula
representation and then transforms the formula into CNF. However, such a
polynomial time translation introduces auxiliary variables, and it should be
noticed that an increase in the number of variables in an instance reflects
in the worst–case exponentially to the performance of typical SAT checkers.
On the other hand, using CNF makes efficient modelling of an application
cumbersome.

In addition to being hard to use directly as a modelling language, by trans-
lating other representations to CNF one often hides information about the
structure of the original problem. One way of representing propositional
formulae in a more general, structure–preserving way is to use Boolean cir-
cuits (see e.g. [28]). Basically, Boolean circuits are acyclic directed graphs
in which the nodes – representing sub-formulas of the instance – are called
gates, and dependencies between different gates are represented by edges.
Boolean circuits are interesting because they allow for a compact and natural
representation in many domains, in which the representation can be simpli-
fied by sharing common subexpressions and by preserving natural structures
and concepts of the domain. Boolean circuits can be translated into CNF
using a standard translation, often referred to as Tseitin’s translation, as it was
first discussed in [33]. This translation introduces a new variable for each
Boolean connective in the formula, resulting in a linear size CNF transla-
tion.

Recognising the factors that affect the difficulty of satisfiability checking,
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i.e. the time needed to determine whether an instance is satisfiable or not,
giving a satisfying truth assignment in the positive case, is crucial if one is to
find more efficient method for the task. The basis of most state–of–the–art
SAT checkers today is the Davis–Putnam procedure (DPLL) [11, 12]. The
efficiency of a typical DPLL based SAT checking system depends on

(i) the applied search space pruning techniques, e.g., non-branching de-
duction rules, non-chronological backtracking (see e.g. [25]), and con-
flict-driven learning (see e.g. [34]), and on

(ii) the splitting rule (i.e., on which Boolean variables to apply the explicit
cut that induces branching, and what kind of heuristics is this decision
based on).

Different approaches to measuring the efficiency of SAT checking methods
can be considered. One can compare SAT checkers by experimental eval-
uation, i.e., investigate how long does it take for checkers to give an answer
to different types of instances. There exists a variety of publicly available
benchmark instance sets from different problem domains. While of practi-
cal importance, there are many difficulties concerned with such aspects as
benchmark problem coverage and implementational issues in performing
objective experimental evaluation. Another approach is worst–case analysis
of SAT checking algorithms (see e.g. [10]), i.e., giving analytic proof of upper
bounds on the running times of algorithms w.r.t. instance size. Heuristics
applied in particular algorithms has a huge effect on the worst–case perfor-
mance. Tight upper bounds are of great theoretical interest and an active
area of research. Although there is potential for also breakthroughs in prac-
tise, upper bounds can be a misleading measure, as an algorithmic idea that
is highly successful in practise, with very good average–case performance,
does not stand out in such analysis.

A third approach, the one taken in this work, is to investigate how large are
the minimal–size proofs for different formulae. This measure is called proof
complexity (see e.g. [2]). Proof complexity is of our interest, as it allows one
to differentiate the heuristic performance from the algorithmic idea and to
consider how small proofs can be established assuming optimal heuristic be-
haviour. The relative proof complexity of SAT checking methods gives a way
of proving in this sense the theoretical superiority of one method to another,
or, showing that different methods cannot be compared to one another.

In this work we consider solving instances of Boolean circuit satisfiability.
A tableau method for satisfiability checking that works directly with Boolean
circuits has been developed [20] and implemented [19]. The idea is to avoid
translating circuits to CNF. Tseitin’s translation introduces a number of new
variables linear to the size of the circuit. This results in increased computa-
tional complexity, as the performance of SAT checking algorithms depends
in the worst–case exponentially on the number of variables in the instance.
We employ Boolean circuits as the input format, thus allowing for a more
structured representation than propositional formulae. Instead of standard
(cut free) tableau techniques [8] the tableau method for Boolean circuits
employs a direct cut rule combined with deterministic (non-branching) de-
duction rules. The aim is to achieve high performance while avoiding some
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computational problems in cut free tableaux [9, 8]. The rules in the method
are related to the successful Davis–Putnam procedure, although DPLL as-
sumes input in CNF. This gives us means of generalising the main results of
this work to DPLL.

1.2 Scope and Contributions

In this work we study satisfiability checking methods for Boolean circuits. We
focus on the splitting/cut rule. Namely, the research problem is:

How do restrictions on the use of the cut rule effect the proof
complexity in Boolean circuit satisfiability checking based on
tableaux?

For instance, one may think that it is a good idea to restrict the cuts to the
input gates only as they determine the values of all other gates. Therefore,
the search space for a circuit with K gates and N input gates, K ≥ N ,
would be 2N instead of 2K . This approach is proposed, for example, in [31,
14]. However, our results show that doing so will in the worst case result in
exponentially larger proofs compared to the unrestricted cut rule. In addition
to the input gate restricted cuts, we study several other natural locality based
restrictions of the cut rule, e.g., “top-down” cuts that are made only on the
children of the already determined gates and “bottom-up” cuts that can be
applied on input gates and on the parents of the already determined gates.
Our results show that restricting the cut in any of the considered ways can
result in exponentially larger proofs than the unrestricted cut. In addition,
we show that there are also exponential differences in the proof complexity
between the restricted versions of the cut rule.

The tableau method we introduce is based on a subset of the rules in the
method introduced in [20]. The set of rules in our method are closely related
to those in the DPLL method. Thus the main results directly apply to SAT

checkers for CNF formulae that are obtained from Boolean circuits by using
Tseitin’s translation. In addition to the proof complexity results, we show that
the method we introduce is sound and complete, and discuss how and why
the method relates to the Davis–Putnam method.

The main results presented in this work have been published and pre-
sented in an international forum [17].

1.3 Outline for the Rest of the Work

The rest of this work is organised as follows.

• Chapter 2: As preliminaries the concepts of propositional satisfiabil-
ity, proof complexity, and polynomial simulation, and the resolution
principle are introduced.

• Chapter 3: Boolean circuits and the related NP–complete Boolean cir-
cuit satisfiability problem are introduced. Sets of clauses are associated
with Boolean circuits of specific kind.
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• Chapter 4: A tableau method for Boolean circuit satisfiability check-
ing called BC is introduced. The polynomial simulatability among
variations of BC is discussed in the light of Boolean circuits generated
from sets of clauses. The BC method and its variations are shown to be
complete and sound proof systems for Boolean circuits. Additionally,
the notion of resolution–boundedness is introduced, and BC and its
variations are shown to have this property.

• Chapter 5: Preliminaries for the main results of the work are presented,
i.e., certain circuit constructs are introduced.

• Chapter 6: The main results of the work are presented. Negative poly-
nomial simulation results are shown to hold for each pair of the con-
sidered variations of the BC method. Furthermore, the relevance of
the results is discussed in the light of the Davis–Putnam method.

• Chapter 7: This chapter sums up the content of the work. Related
questions for further work are given.

4 1 INTRODUCTION



2 PRELIMINARIES

As preliminaries the concepts of propositional satisfiability, proof complexity,
and polynomial simulation, and the resolution principle are introduced.

2.1 Propositional Logic

First we introduce the language of propositional logic. Our definitions fol-
lows those of [27]. We use the following notation.

• ¬ stands for “not”(negation).

• ∨ stands for “or” (disjunction).

• ∧ stands for “and” (conjunction).

The alphabet of propositional logic consists of the symbols

(i) ¬, ∨, ∧ (connectives)1,

(ii) (, ) (parentheses), and

(iii) a, a1, a2, . . . , b, b1, b2, . . . (Boolean variables).

Next we define what we mean by propositions, or propositional formulae.

Definition 2.1 (Propositions) The set of propositions consists of exactly the
following.

(i) Boolean variables are propositions.

(ii) If α and β are propositions, then ¬α, (α ∨ β), and (α ∧ β) are propo-
sitions.

Generally, the shorthand (α1∨· · ·∨αk) is used for (· · · ((α1∨α2)∨α3) · · ·∨
αk), and similarly for ∧. Moreover, if the outermost symbols in a formula are
both parentheses, they are usually left out.

Next we define the semantics. The semantics is based on assigning truth
values (true and false) to propositions. Let V be a finite set of Boolean
variables. A truth assignment over V is a function τ : V → {true, false}.
A truth assignment τ is a satisfying truth assignment for a variable v if and
only if τ(v) = true. A truth assignment over V is extended to arbitrary
proposition over V as follows.

• τ(¬α) = true if and only if τ(α) = false.

• τ((α ∨ β)) = true if and only if τ(α) = true or τ(β) = true.

• τ((α ∧ β)) = true if and only if τ(α) = true and τ(β) = true.

1Usually, the connectives → (implication) and ↔ (equivalence) are introduced, but they
are generally not needed: α → β is equivalent to ¬α ∨ β, while α ↔ β is equivalent to
(¬α ∨ β) ∧ (α ∨ ¬β).

2 PRELIMINARIES 5



If τ(α) = true for some assignment τ , then the proposition α is satisfiable,
and τ is a satisfying truth assignment for α. Otherwise, α is unsatisfiable. If
τ(α) = true for any τ , then α is valid.

For convenience we define some additional concepts. A literal is a Boolean
variable v or its negation, ¬v. A clause over V is a disjunction of literals
∨

i∈{1,...,n} li. The length of this clause is n. A clause of length one is a unit

clause. A set of clauses ϕ = {C1, . . . , Ck} is satisfiable if and only if there
is a truth assignment that satisfies each Ci, 1 ≤ i ≤ k. Otherwise it is un-
satisfiable. Thus ϕ coincides with the conjunctive normal form (CNF) for
propositional formulae [27], i.e.

∧

i∈{1,...,k} Ci. Notably, any propositional

formula can be transformed in polynomial time (see e.g. [29]) into a CNF
formula (a set of clauses) that preserves the satisfiability of the original one.

Example 2.1 Let

UNSATa,b
def
= {a ∨ b, a ∨ ¬b,¬a ∨ b,¬a ∨ ¬b}

be a set of clauses over the Boolean variables {a, b}. We have that UNSATa,b

is unsatisfiable. If we remove any clause from UNSATa,b, we get a satisfiable
set of clauses. The one and only satisfying truth assignment of UNSATa,b \
{a ∨ b} is {a → false, b → false}. Seen as a propositional formula in
CNF, UNSATa,b is (a ∨ b) ∧ (a ∨ ¬b) ∧ (¬a ∨ b) ∧ (¬a ∨ ¬b).

2.2 The Satisfiability Problem and NP-Completeness

The propositional satisfiability problem, SAT, is defined as follows.

Definition 2.2 (SAT)

Instance: A set of clauses ϕ.

Problem: Is ϕ satisfiable?

The propositional satisfiability problem is an archetypical NP-complete
problem [28]. Informally, the acronym NP stands for the class of decision
problems2 for which it holds that the solution to any instance of the problem
can be verified in polynomial time. A problem P ∈ NP is said to be NP-
complete, if for any problem P ′ ∈ NP there is a polynomial time algorithm
which, given an instance I ′ of P ′, outputs an instance of P to which the
answer is “yes” if and only if the answer to I ′ is “yes”. In this sense, NP-
complete problems are the hardest problems in the class NP.

2.3 Propositional Proof Complexity and Simulation

A propositional proof is a certificate – seen as an instance of some general
format for presenting proofs – for the validity of a proposition, or, equivalently,
for the unsatisfiability of the negation of the proposition. A propositional
proof system (see e.g. [2]) is then a polynomial–time computable predicate
T such that for all propositions α it holds that α is unsatisfiable if and only if

2A decision problem is a problem to which the answer is either “yes” or “no”.
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there is a proof P for α such that T (α, P ). If such a P exists, it is a T -proof
for α.

We use the notion of p-simulation [7] to study the relative efficiency of
proof systems. Let T be a proof system. The proof complexity (or complexity
in short) of a proposition α in T is the minimum of |P |, where P is a T -proof
for α and |P | the size3 of P . For any two proof systems T and T ′, we say that
T p-simulates T ′, denoted by T � T ′, if there is a polynomial p(n) such that,
for any α, if there is T ′-proof for α of size n, then there is a T -proof for α of
size at most p(n). The relation � is transitive. If T � T ′ holds but T ′ � T
does not, we write T � T ′. If neither T � T ′ nor T ′ � T holds, we write
T 6≡ T ′.

We denote by �χ the restricted form of p-simulation, in which T �χ T ′

holds if if there is a polynomial p(n) such that, for any x ∈ χ, if there is
T ′-proof for x of size n, then there is a T -proof for x of size at most p(n). If
both T �χ T ′ and T ′ �χ T hold, we write T ≡χ T ′.

2.4 Resolution

We now present a proof system called resolution [27]. In resolution, we see
clauses as sets of literals, e.g., the clause a ∨ b ∨ ¬c ∨ b is seen as the set
{a, b,¬c}. Let ϕ be a set of clauses (seen as sets of literals), and assume that
ϕ is unsatisfiable. A resolution refutation is a proof for the unsatisfiability
of ϕ. It consists of a sequence of clauses R = (C1, . . . Ct), where Ct is the
empty set ∅, and each Ck, 1 ≤ k < t, is either in ϕ or is derived from two
clauses Ci and Cj, where 1 ≤ i 6= j < k, by applying the resolution rule

C ∪ {x}
C ′ ∪ {¬x}

C ∪ C ′

,

where neither C nor C ′ contains the literals x or ¬x. In other words, the
resolution rule states that the clause Ck = C ∪ C ′ can be inferred from
clauses Ci = C ∪ {x} and Cj = C ′ ∪ {¬x}. Applying the resolution rule on
the clauses C ∪ {x} and C ′ ∪ {¬x} as above we say that we resolve on (the
literal) x, while C ∪ C ′ is called the resolvent.

A resolution tree refutation for ϕ is a resolution refutation which can be
presented as a labelled binary tree with the following properties [27].

(i) The root of the tree is the empty clause.

(ii) The leaves of the tree are labelled with clauses in ϕ.

(iii) If any non-leaf node n is labelled with clause C and its immediate
successors n1, n2 are labelled with C1, C2, respectively, then C is a re-
solvent of C1 and C2.

Notably, one can always read a resolution refutation from a refutation tree
resolution by simply constructing a sequence by taking the nodes in the tree
in left–to–right, bottom–up order.

3Defining the size of a proof depends highly on the type of the proof system considered.
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Example 2.2 A resolution refutation for UNSATa,b is

({a, b}, {a,¬b}, {a}, {¬a, b}, {¬a,¬b}, {¬a}, ∅).

A resolution tree refutation for UNSATa,b is shown in Figure 1.

∅

{a}

kkkkkkkkkkkkkkkkkkk
{¬a}

SSSSSSSSSSSSSSSSSSS

{a, b}

xxxxxxxx
{a,¬b}

HHHHHHHHH

{¬a, b}

ttttttttt
{¬a,¬b}

KKKKKKKKKK

Figure 1: A resolution tree refutation for the set of clauses UNSATa,b.

In order to have a measure on the complexity of proofs in resolution, we
define the size of a resolution refutation as follows.

Definition 2.3 The size of a resolution refutation R = (C1, . . . Ct) is t.

Example 2.3 The size of the resolution refutation in Example 2.2 is 7.

Definition 2.4 The size of a resolution tree refutation is the number of nodes
in the tree.

Example 2.4 The size of the resolution tree refutation in Figure 1 is 7.
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3 BOOLEAN CIRCUITS

Boolean circuits and the related NP–complete Boolean circuit satisfiability
problem are introduced. Sets of clauses are associated with Boolean circuits
of specific kind.

3.1 Definition

Informally, a Boolean circuit (see e.g. [28]) is an acyclic directed graph in
which the nodes are called gates. The gates can be divided into three cate-
gories4:

• output gates with incoming edges but no outgoing edges,

• intermediate gates with both incoming and outgoing edges, and

• input gates with outgoing edges but no incoming edges.

A Boolean function is associated with each output and intermediate gate.
Formally, we present a Boolean circuit C with the set of gates V as a set of

equations of the form v = f(v1, . . . , vk), where v, v1, . . . , vk ∈ V and f is a
Boolean function. It is required that in the set of equations, each v ∈ V has
at most one equation and that the equations are non-recursive.

For a Boolean circuit C, we denote the set of gates appearing in C by V (C).
The edge relation for a Boolean circuit C is defined as E(C) = {〈v, v ′〉 | v′ =
f(. . . , v, . . .) ∈ C}.

Example 3.1 Graphically, the Boolean circuit

{v = and(e, f, g, h),

e = or(a, b),

f = or(b, c),

g = or(a, d),

h = or(c, d),

c = not(a),

d = not(b)}

is shown in Figure 2. In this circuit, a and b are input gates, c, d, e, f, g and
h intermediate gates, and v is an output gate.

A truth assignment for a Boolean circuit C is a function τ : V (C) →
{true, false}. Assignment τ is consistent if τ(v) = f(τ(v1), . . . , τ(vk))
holds for each equation v = f(v1, . . . , vk) in C. A constrained Boolean cir-
cuit 〈C, c+, c−〉 is a Boolean circuit C with the restrictions that the gates in
c+ ⊆ V (C) are true and those in c− ⊆ V (C) are false. If there is a consis-
tent truth assignment that respects the constraints of a constrained Boolean

4We do not consider circuits in which there are trivial gates with no edges (neither in-
coming nor outgoing).
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or or or

and

or

not not

ba
c d

fe g h

v

Figure 2: A Boolean circuit.

circuit, it is a satisfying truth assignment for the circuit, and the circuit is
satisfiable. Otherwise the circuit is unsatisfiable.

Here, we are interested in CIRCUIT SAT, the satisfaction problem for
constrained Boolean circuits, a problem closely related to SAT.

Definition 3.1 (CIRCUIT SAT)

Instance: A constrained Boolean circuit 〈C, c+, c−〉.

Problem: Is 〈C, c+, c−〉 satisfiable?

The CIRCUIT SAT problem is obviously NP-complete. Notice that any un-
constrained circuit is trivially satisfiable, having 2n satisfying truth assign-
ments, where n is the number of input gates in the circuit.

In the following we consider the class of Boolean circuits in which the
following three types of Boolean functions are allowed.

• not(v) = true if and only if v is false,

• or(v1, . . . , vk) = true if and only if at least one vi, 1 ≤ i ≤ k, k ≥ 2,
is true, and

• and(v1, . . . , vk) = true if and only if all vi, 1 ≤ i ≤ k, k ≥ 2, are
true.

Notice that it is straightforward to extend this class with additional Boolean
functions such as xor and equivalence.

As a simple example of why Boolean circuits are a compact representation,
consider the following.

Example 3.2 Consider the Boolean circuit shown in Figure 3. An equiv-
alent propositional formula, in which only such variables occur that corre-
spond to the inputs in the circuit, can be constructed recursively top–down.
For instance, the formula corresponding to gate zn is vn+1 ∨zn

wn+1, and for
gate vn the corresponding formula is xn ∧vn

(vn+1 ∨zn
wn+1). The resulting

formula, corresponding to gate v1, is of the form
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(x1∧v1
(( · · ·

︸ ︷︷ ︸

x2∧v2
((··· )∨z2

(··· ))

)∨z1
( · · ·
︸ ︷︷ ︸

((··· )∨z2
(··· ))∧w2

y2

)))∨v (((· · · )∨z1
(· · · ))∧w1

y1).

In the formula the variables vn+1 and wn+1 both appear a number of times
exponential to n. In the circuit, however, gates vn+1 and wn+1 appear only
once.

or

and and

orxn

x1
z 1 y1

xn

vn wn

vn+1

and and

or

yn

v

v1 w1

z n

wn+1

Figure 3: An example of why Boolean circuits are a compact representation.

3.2 Representing Sets of Clauses as Boolean Circuits

To relate a set of clauses with a Boolean circuit, we need a way to system-
atically generate a Boolean circuit from a given set of clauses. We do this
by defining the canonical Boolean circuit representation C(ϕ) for a set of
clauses ϕ as follows. Let ϕ = {C1, . . . , Ck}, where each Ci = {l1i

, . . . lmi
, l1i

,
. . . , lni

}, and each lji
is a positive literal and lji

a negative literal. Now

C(ϕ) = {v = and(o1, . . . , ok}

∪ {oi = or(al1i
, . . . , almi

, bl1i
, . . . , blni

}

∪ {blji
= not(alji

)}.

By the canonicity of C(ϕ) of a set of clauses ϕ, one can obviously reconstruct
ϕ from C(ϕ).

Example 3.3 Recall the set of clauses UNSATa,b from Example 2.1. The
canonical Boolean circuit representation C(UNSATa,b) is shown in Figure
2.
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Given a set of clauses ϕ, we denote by C>(ϕ) the circuit C(ϕ) with the
constraint that the output gate v of C(ϕ) is true, i.e.,

C>(ϕ) = 〈C(ϕ), {v}, ∅〉.

The connection between ϕ and C>(ϕ) is stated in the following proposition.

Proposition 3.1 For any set of clauses ϕ, the set ϕ is satisfiable if and only if
C>(ϕ) is satisfiable.
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4 A TABLEAU METHOD

A tableau method for Boolean circuit satisfiability checking called BC is
introduced. The polynomial simulatability among variations of BC is dis-
cussed in the light of Boolean circuits generated from sets of clauses. The BC

method and its variations are shown to be complete and sound proof systems
for Boolean circuits. Additionally, the notion of resolution–boundedness is
introduced and BC and its variations are shown to have this property.

4.1 The BC Method

We concentrate on a tableau method for Boolean circuit satisfiability check-
ing we call BC. The BC method consists of the rules shown in Figure 4. It
is a simplified version of the method introduced in [20].5 6

Given a constrained Boolean circuit 〈C, c+, c−〉, a BC-tableau for it is a
binary tree such that the root of the tree consists of the equations in C and the
constraints; for each gate v ∈ c+ a Tv entry is added while for each v ∈ c−

a Fv entry is added. The other nodes in the tree are entries of the form Tv
or Fv, where v ∈ V (C). The entries are generated by applying the rules in
Figure 4 as in the standard tableau method [8].

We say that a branch B in a tableau has been extended to branch B ′,
if B′ consists of B to the leaf of which a sequence of entries generated by
applying the rules (b)–(h) have been appended. By applying the explicit cut
rule on a gate v in branch B, the branch is extended into two branches B ′

and B′′, where B′ (B′′) consists of B to the leaf of which the entry Tv (Fv) is
appended. A tableau T ′ is an immediate extension of the tableau T if T ′ is T
with the addition that one branch of T has been extended by applying some
rule in the tableau method once. For each v ∈ V (C), we say that the entry
Tv (Fv) can be deduced in the branch if the entry Tv (Fv) can be generated
by applying rules (b)–(h) only.

A branch in the tableau is contradictory if it contains both Fv and Tv
entries for a gate v ∈ V (C). Otherwise, the branch is open. A branch is
complete if it is contradictory, or if there is a Fv or a Tv entry for each
v ∈ V (C) in the branch and the branch is closed under the rules (b)–(h). A
tableau is finished if all the branches of the tableau are complete. A tableau
is closed if all of its branches are contradictory. A closed BC-tableau for a
constrained circuit is called a BC-refutation for the circuit.

Example 4.1 For the circuit shown in Figure 2 with the constraint that the
output gate v is true, a BC-refutation is shown in Figure 5.

4.2 Variations of BC

We study variations of BC in which we restrict the application of the explicit
cut rule to certain types of gates. Let 〈C, c+, c−〉 be a constrained Boolean
circuit. The considered variations of BC are the following.

5The method introduced in [20] has been implemented, see [19].
6In the method introduced in [20] rules e.g. for xor and equivalence are additionally

provided.
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v ∈ V
Tv Fv

(a) The explicit cut rule

v = not(v1)
Fv1

Tv

v = not(v1)
Tv1

Fv

v = not(v1)
Fv
Tv1

v = not(v1)
Tv
Fv1

(b) “Up” rules for not (c) “Down” rules for not

v = or(v1, . . . , vk)
Fv1, . . . ,Fvk

Fv

v = or(v1, . . . , vk)
Tvi, i ∈ {1, . . . , k}

Tv

v = or(v1, . . . , vk)
Fv

Fv1, . . . ,Fvk

(d) “Up” rules for or (e) “Down” rule for or

v = and(v1, . . . , vk)
Tv1, . . . ,Tvk

Tv

v = and(v1, . . . , vk)
Fvi, i ∈ {1, . . . , k}

Fv

v = and(v1, . . . , vk)
Tv

Tv1, . . . ,Tvk

(f) “Up” rules for and (g) “Down” rule for and

v = or(v1, . . . , vk)
Fv1, . . . ,Fvj−1,Fvj+1, . . .Fvk

Tv
Tvj

v = and(v1, . . . , vk)
Tv1, . . . ,Tvj−1,Tvj+1, . . .Tvk

Fv
Fvj

(h) “Last undetermined child” rules for or and and

Figure 4: Tableau method BC for Boolean circuits.

• BCi: Application of explicit cut is restricted to input gates (we call
such cuts input cuts).

• BCtd: Application of explicit cut is restricted to output gates and those
gates v for which there is a Tv′ or a Fv′ entry in the branch and
〈v, v′〉 ∈ E(C) (top-down cuts).

• BCbu: Application of explicit cut is restricted to input cuts and gates v
for which there is a Tv′ or a Fv′ entry in the branch and 〈v′, v〉 ∈ E(C)
(bottom-up cuts).

• BCi+td: Application of explicit cut is restricted to input and top-down
cuts.

• BCbu+td: Application of explicit cut is restricted to bottom-up and top-
down cuts.
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1. v = and(e, f, g, h)
2. e = or(a, b)
3. f = or(b, c)
4. g = or(a, d)
5. h = or(c, d)
6. c = not(a)
7. d = not(b)
8. Tv
9. Te (1, 8)
10. Tf (1, 8)
11. Tg (1, 8)
12. Th (1, 8)

13. Ta (Cut)
15. Fc (6, 13)
16. Tb (3, 10, 15)
17. Fd (7, 16)
18. Fh (5, 15, 17)
19. × (12, 18)

14. Fa (Cut)
20. Tb (2, 9, 14)
21. Td (4, 11, 14)
22. Fd (7, 20)
23. × (21, 22)

Figure 5: A BC-refutation for C>(UNSATa,b).

4.3 Completeness and Soundness

Completeness and soundness [32] are two essential properties of proof sys-
tems. In the light of the proof systems considered in this work, by complete-
ness we mean that there is a closed tableau for any unsatisfiable circuit. This
is equivalent (by contraposition) to the fact that a complete open tableau for
a circuit implies that the circuit is satisfiable. By soundness we mean that
the existence of a closed tableau for a given circuit implies that the circuit is
unsatisfiable. We now give proofs of the fact that the BC method and all its
considered variations are complete and sound proof systems for constrained
Boolean circuits.

Theorem 4.1 The proof system that consists of the explicit cut rule restricted
to input gates and the “up” rules for not, or, and and is complete for con-
strained Boolean circuits.

Proof of Theorem 4.1. First we argue that, given any constrained circuit,
we can generate a finished tableau with the given rules. Generally, we can
apply the cut rule consecutively in every branch on each of the input gates.
By doing so we have exactly either the entry Tg or Fg for each input gate
g in every branch, and every branch is distinct. Thus in any branch we can
then deduce an entry for all gates every immediate child of which is an input
gate by applying the appropriate “up” rule. Proceeding recursively, we can
deduce an entry for every gate in every branch. After this, each branch is
obviously closed under the “up” rules. Notably, each branch is thus complete
as no new entries can be deduced with the rules (b)–(h).
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Now we argue that given a finished tableau with an open branch, the cir-
cuit in the root of the tableau must be satisfiable. In any complete branch we
have an entry for each gate. If a complete branch is open, then it holds that
we have exactly one of the entries Tg and Fg in the branch for each gate g.
From the branch we construct a truth assignment τ for the circuit as follows.
For each gate g with the entry Tg (Fg) in the branch we assign τ(g) = true

(τ(g) = false). Now take an arbitrary equation v = f(v1, . . . , vk) in
the circuit. One of the “up” rules was applied to deduce an entry for v
from entries for v1, . . . , vk. Thus by the construction of τ the branch con-
tains entries for the truth values τ(v1), . . . , τ(vk), τ(v), and we have that
τ(v) = f(τ(v1), . . . , τ(vk)) must hold. Thus τ(v) = f(τ(v1), . . . , τ(vk))
must hold for any equation in the circuit, and hence τ must be a satisfying
assignment. Therefore the circuit is satisfiable. By contraposition, the given
proof system is complete. �

Furthermore, notice that with the top–down restricted cut rule we are able to
apply the cut rule to input gates in any circuit by first systematically applying
the cut rule on the gates in the circuit in a top–down fashion. As all the
considered variations of the BC method contain the “up” rules for not, or,
and and, we have the following corollary.

Corollary 4.1 BCi, BCtd, BCi+td, BCbu, BCbu+td, and BC are complete
proof systems for constrained Boolean circuits.

We now address the soundness of the BC method. Some definition are
needed in the proof of the following theorem. Let us call an entry Tg (Fg)
consistent under the truth assignment τ if τ(g) = true (τ(g) = false).
A branch B is consistent under τ if all entries of the type Tg and Fg are
consistent under τ and, furthermore, τ is consistent for the circuit in the root
of the tableau (i.e., τ(v) = f(τ(v1), . . . , τ(vk)) for each v = f(v1, . . . , vk)
in the circuit). Tableau T is consistent under τ if at least one branch in
T is consistent under τ . Particularly, we note that a closed tableau is not
consistent under any truth assignment.

Theorem 4.2 BC is a sound proof system for constrained Boolean circuits.

Proof of Theorem 4.2. We argue that if a tableau T ′ is an immediate
extension of the tableau T , then T ′ must be consistent under every truth
assignment under which T is consistent. Now if T is consistent under a truth
assignment τ , it must contain at least one branch B that is consistent under
τ . Tableau T ′ was obtained from T by appending one or more entries to the
leaf of some branch B ′ of T . If B′ is distinct from B, then B is still a branch
of T ′. As B is consistent under τ it must hold that T ′ is also consistent under
τ . On the other hand, assume that B ′ is identical to B, i.e., that B was the
branch that was extended in T to obtain T ′. There are the following cases to
consider.

• If B was extended by applying the explicit cut rule on the gate v, then
B was extended to two branches B1, B2. The branch B1 is B extended
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with Tv and B2 is B extended with Fv. For any consistent truth assign-
ment τ it must hold that either Tv or Fv is consistent under τ . Thus if
B is consistent under τ , then either B1 or B2 is also consistent under
τ .

• If B was extended by applying one of the “up” rules for not on v =
not(v1), then there are two cases to consider.

(i) If B was extended with Tv to obtain B1, we must have Fv1 in B.
But as B is consistent under τ , v is restricted to have the opposite
truth value to v1 under τ , and thus B1 must also be consistent
under τ .

(ii) If B was extended with Fv to obtain B1, we must have Tv1 in B.
But as B is consistent under τ , v is restricted to have the opposite
truth value to v1 under τ , and thus B1 must also be consistent
under τ .

• If B was extended by applying one of the “down” rules for not, the
situation is similar to the one in which we have applied one of the “up”
rules for not; the reader is invited to confirm these.

• If B was extended by applying one of the “up” rules for or on v =
or(v1, . . . vk), then there are two cases to consider.

(i) If B was extended with Fv to obtain B1, we must have Fvi for
every 1 ≤ i ≤ k in B. But as B is consistent under τ , v is
restricted to be true if at least one of the vi’s is true under τ , and
thus B1 must also be consistent under τ ;

(ii) If B was extended with Tv to obtain B1, we must have Tvi for
some 1 ≤ i ≤ k in B. But as B is consistent under τ , v is
restricted to be true if at least one of the vi’s is true under τ , and
thus B1 must also be consistent under τ .

The reader is invited to confirm that the situation is similar for the “up”
rules for and.

• If B was extended by applying the “down” rule for or on a gate v =
or(v1, . . . , vk), then B was extended with Fvi for each 1 ≤ i ≤ k to
obtain B1, and we must have Fv in B. But as B is consistent under τ ,
all the vi’s are restricted to false if v is false under τ , and thus B1

must also be consistent under τ .

Similarly for the “down” rule for and; the reader is invited to confirm
this.

• If B was extended by applying the “last undetermined child” rule for
or on v = or(v1, . . . , vk), then B was extended with Tvk to obtain B1,
and we must have Tv and Fvi for each 1 ≤ i < k in B. But as B is
consistent under τ , v is restricted to true if at least one of the vi’s is
true under τ , and thus B1 must also be consistent under τ .

Again, the reader is invited to confirm that the situation is similar for
the “last undetermined child” rule for and.
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This shows that any immediate extension of a given tableau consistent under
a given truth assignment is also consistent under the given truth assignment.
Thus inductively we have that for any tableau T , if the root of the tableau –
including the constraint entries – is consistent under a given truth assignment
τ , then T is also consistent under τ . For any closed tableau T we must have
that T is not consistent under any truth assignment τ , and hence the root of
T is not consistent under τ . Thus τ cannot be a satisfying truth assignment
for the constrained Boolean circuit in the root of the tableau. Therefore the
BC method is sound. �

Directly by the restricted nature of the considered variations of the BC method
we have the following corollary.

Corollary 4.2 BCbu+td, BCbu, BCi+td, BCi, and BCtd are sound proof
systems for constrained Boolean circuits.

4.4 Relations Between Variations of BC

For analysing the complexity of BC-refutations we need the notion of the
size of a BC-refutation. We define it as follows.

Definition 4.1 The size of a BC-refutation is the number of nodes in the
closed tableau.

Example 4.2 The size of the BC-refutation shown in Figure 5 is 14.

The concepts of refutation and the size of a refutation in the restricted varia-
tions of BC are the same as for BC.

An obvious ordering of BC and its restricted variations based on the p-
simulation relation, resulting from the restricted nature of the variations, is
shown in Figure 6.

BCbu

� �
BC � BCbu+td BCi

� �
BCi+td

�
BCtd

Figure 6: An obvious ordering of BC and its variations based on the p-
simulation relation.

It turns out that all the considered variations of the BC method are equiv-
alent under the p–simulation relation under the set of canonical Boolean
circuit representations of all sets of clauses. For the following, let Φ be the
family of all sets of clauses, and C>(Φ) = {C>(ϕ) | ϕ ∈ Φ}.

Theorem 4.3 BC ≡C>(Φ) BCi.
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Proof of Theorem 4.3. First notice that for any set of clauses ϕ, using the
“down” rule for and we can deduce Tg for all or gates g in C>(ϕ). Thus
we can assume that there is a minimal–size refutation for C>(ϕ) in which
the and rule is applied to deduce the entries concerning the or gates that are
needed to achieve the closed tableau.

As we have the entry Tv for the output gate v in the branch, it makes
no sense to apply the cut rule on v. Otherwise, we would generate in one
branch Fv, thus closing the branch, and in the other Tv, which we already
had in the branch. The same reasoning applies for the or gates.

Now consider applying the cut rule on a not gate g = not(g ′). In the
branch with Tg (Fg) we can directly deduce Fg ′ (Tg′). Thus this is equiv-
alent to having applied the cut rule on g′ and then deducing an entry for g.
Thus we can limit the application of the cut rule to input gates. This shows
BCi �C>(Φ) BC. BC �C>(Φ) BCi holds trivially. �

By further noticing that for any circuit in the family C>(Φ) input cuts can be
p–simulated with top–down cuts by first applying the “down” rules for and

on the output gate and then applying the cut rule on the input gate (after
possible applying the “down” rule for not in between), we have the following
corollary.

Corollary 4.3 BC ≡C>(Φ) X for all X ∈ {BCi,BCtd,BCi+td,BCbu}.

4.5 Resolution–Boundedness

To compare the proof complexity of resolution and tableau methods for
Boolean circuits, we use the notion of resolution–boundedness, which is de-
fined as follows.

Definition 4.2 (Resolution–boundedness) A tableau method T for constrain-
ed Boolean circuits is resolution–bounded if there is a polynomial p(n) such
that, for any set of clauses ϕ, if there is a T -refutation for C>(ϕ) of size n,
then there is a resolution refutation for ϕ of size p(n).

We now show that the BC method is resolution–bounded.

Theorem 4.4 BC is resolution–bounded.

Proof of Theorem 4.4. Let ϕ be an unsatisfiable set of clauses. Following
the lines of the proof of Theorem 4.3, we assume to have a Tg entry for each
or gate g in C>(ϕ) in all branches in any BC–refutation for C>(ϕ), and that
the cut rule is applied on input gates only.

From the BC–refutation we form a cut tree. A cut tree is a binary tree in
which the edges from a particular parent to its children are labelled with Tg
and Fg, where g is some input gate, i.e., there are entries for input gates only.
A cut tree is formed by examining the refutation tableau top–down starting
with single node in the tree.

• If the cut rule has next been applied on an input gate g in the tableau,
then we insert children to the current node in the tree, labelling the
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edges to the children with Tg and Fg, respectively. The effect of the
cut rule is hence copied as such into the cut tree, and the branch with
Tg (Fg) in the cut tree will correspond to the branch in the tableau
with Tg (Fg).

• If the Tg (Fg) entry has been deduced by applying the “last undeter-
mined child” rule for or, then there are two possibilities.

– If the entry is for an input gate, then we insert children to the
current node in the tree, labelling the edges to the children with
Tg and Fg, respectively. The child node into which the edge
labelled with Tg (Fg) points to will correspond to the current
branch in the tableau, while the other child node will be a leaf
node in the cut tree.

– If the entry is for a not gate g = not(g′), then we insert children
to the current node in the tree, labelling the edges to the chil-
dren with Fg′ and Tg′, respectively. The child node into which
the edge labelled with Fg′ (Tg′) points to will correspond to the
current branch in the tableau, while the other child node will be
a leaf node in the cut tree.

• All other entries in the tableau are disregarded forming the cut tree.

As an example, a cut tree corresponding to the BC–refutation in Figure
5 is shown in Figure 7.

•
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Fb

��
::

::
::
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• •

Figure 7: A cut tree corresponding to the BC-refutation shown in Figure 5.

The idea is that each application of the rules (b)–(h), in which a partic-
ular entry E on a gate g has been deduced, can be seen as a sequence of
first applying the cut rule on g, and then closing the branch with the com-
plementary entry of E by deducing E. This can be done because if we can
deduce Tg (Fg), then Fg (Tg) will lead to contradiction.

For the following, let xg denote the variable corresponding to the input
gate g so that Tg (Fg) corresponds to xg (¬xg). Notice that applying the
rules for not in BC correspond simply to negating the corresponding literal
in ϕ. We can thus directly read the clause xv1

∨· · ·∨xvm
∨¬xv′

1
∨· · ·∨¬xv′n

that corresponds to v from each equation v = or(v1, . . . , vm, v1, . . . , vn) in
C>(ϕ), where each vi, 1 ≤ i ≤ m, is an input gate and each vi, 1 ≤ i ≤ n,
is a not gate of the form vi = not(v′

i).
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From a cut tree we can generate a corresponding resolution tree refuta-
tion in a straightforward manner. We know that each branch in the BC–
refutation is contradictory. Thus we must have labels on the edges in each
branch of the cut tree that falsify some or gate v = or(v1, . . . , vk), i.e., assign-
ing the truth values corresponding to these entries to v = or(v1, . . . , vk) does
not satisfy the equation having the entry Tv in the branch. Now we associate
the clause corresponding to a falsified or gate in each branch with the leaf of
the branch.

Resolution steps are taken as follows. Starting bottom–up from the leaf
nodes, we examine which input gate g appears in the labels on the edges
going to the parent node.

• If the variable xg appears in both of the clauses associated with the
clauses associated with the two leaf nodes, then we apply the resolution
rule on these clauses resolving on xg. The resolvent is then associated
with the parent node.

• If xg does not appear in both of the clauses associated with the two leaf
nodes, then we associate with the parent node the clause in which xg

does not appear. If xg does not appear in either one of the clauses, then
the clause is selected arbitrarily among the two.

The process above is then repeated in a bottom–up fashion to all the nodes
in the tree.

On each resolution step, xg, the variable corresponding to the gate that
appears in the labels on the edges going to the parent, does not appear in the
resolvent. Thus the resolvent associated with the root of the cut tree will be
empty. As an example, the resolution tree refutation corresponding to the
cut tree in Figure 7, and thus to the BC–refutation in Figure 5, is shown in
Figure 1.

For each entry in the original BC–refutation T we make at most one res-
olution step. Thus the resulting resolution tree refutation for ϕ is, in the
worst–case, of linear size w.r.t. the size of T . �

Again, by the restricted nature of the variants of the BC method, we have the
following corollary.

Corollary 4.4 BCi, BCtd, BCi+td, BCbu, and BCbu+td are resolution–
bounded.
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5 CIRCUIT GADGETS

Preliminaries for the main results of the work are presented, i.e., certain cir-
cuit constructs are introduced.

5.1 Pigeon-Hole Principle and the PHPn+1
n Gadget

An example of a propositional formula with high proof complexity in many
proof systems is the pigeon-hole principle PHPm

n [18]. The pigeon-hole prin-
ciple states that there is no injective mapping from a finite m-element set into
a finite n-element set if m > n (that is, m pigeons cannot sit in less than m
holes so that every pigeon has its own hole). In the following we consider the
case m = n + 1.

Definition 5.1 (PHPn+1
n )

PHPn+1
n

def
=

⋃

1≤i≤n+1

{Pi} ∪
⋃

1≤i6=i′≤n+1,
1≤j≤n

{Hj
i,i′},

where the clauses Pi and Hj

i,i′ are defined as

Pi
def
=

∨n

j=1 xi,j and

Hj

i,i′
def
= ¬xi,j ∨ ¬xi′,j,

and each xi,j is a Boolean variable with the following interpretation:

xi,j = true if and only if the ith pigeon sits in the jth hole.

The Pi clauses state that each pigeon has to sit in some hole, while clauses
Hj

i,i′ state that no two pigeons can sit in the same hole. The union of all the

clauses Pi and Hj

i,i′ is obviously (by the pigeon-hole principle) unsatisfiable.
In this encoding the number of connectives is polynomially bounded w.r.t.
the number of Boolean variables.

The canonical Boolean circuit representation of PHPn+1
n is graphically

represented as shown in Figure 8(a). In Figure 8(b) a part of the circuit is
shown in detail. We call C(PHPn+1

n ) the PHPn+1
n gadget. Notice that as

PHPn+1
n is unsatisfiable, so is C>(PHPn+1

n ).
Formally the PHPn+1

n gadget is the set of equations

C(PHPn+1
n ) = {v = and(p1, . . . , pn+1, h

1
1,2, . . . , h

n
n+1,n)}

∪ {pi = or(xi,1, . . . , xi,n) | 1 ≤ i ≤ n + 1}

∪ {hj

i,i′ = or(li,j, li′,j) | 1 ≤ i 6= i′ ≤ n + 1, 1 ≤ j ≤ n}

∪ {li,j = not(xi,j) | 1 ≤ i ≤ n + 1, 1 ≤ j ≤ n},

where h1
1,2, . . . , h

n
n+1,n stands for all hj

i,i′ , where 1 ≤ i 6= i′ ≤ n + 1 and
1 ≤ j ≤ n.

For resolution the following theorem was first proven by Haken in 1985
[16].
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Figure 8: (a) The PHPn+1
n gadget graphically, (b) a part of the PHPn+1

n gadget
in detail.

Theorem 5.1 The proof complexity of PHPn+1
n is exponential w.r.t. n for

resolution.

As BC and the variations we consider are resolution–bounded by Theorem
4.4 and Corollary 4.4, we have the following corollary.

Corollary 5.1 The proof complexity of C>(PHPn+1
n ) is exponential w.r.t. n

for BCi, BCtd, BCi+td, BCbu, BCbu+td, and BC.

5.2 The TD Gadget

The structure of the TDn gadget is shown in Figure 9(a). In the following we
present the TDn gadget graphically as shown in Figure 9(b). Formally the
TDn gadget is the set of equations

TDn = {v = or(v1, w1)}

∪ {vi = and(xi, zi) | 1 ≤ i ≤ n}

∪ {wi = and(yi, zi) | 1 ≤ i ≤ n}

∪ {zi = or(vi+1, wi+1) | 1 ≤ i ≤ n}.

The following lemma on the TDn gadget will be useful in the proofs of
our main results.

Lemma 5.1 It is impossible to generate a polynomial size tableau with re-
spect to n for TDn with gate v constrained to true in BCtd in which there is
an entry for the gate zn in every branch of the tableau.

Proof of Lemma 5.1. The entry Tv implies Tv1 or Tw1, but we cannot
deduce one or the other. Thus we must apply the cut rule on either v1 or
w1 in BCtd. Assume that we cut on v1 (cutting on w1 is symmetric). Now
consider the branch in which we have Fv1. Due to v = or(v1, w1) we must
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Figure 9: (a) The structure of the TDn gadget, (b) the TDn gadget graphi-
cally.

have Tw1. Then from w1 = and(y1, z1) we deduce Ty1 and Tz1 in the
branch. In the branch where we have Tv1 using the “down” rule for and

we deduce Tx1 and Tz1. Nothing else can be deduced. Inductively on i,
in order to have an entry for the gate zi in every branch of the tableau, the
tableau must contain at least 2i branches, all of which remain open. This
is because we must for each i apply the cut rule on either vi or wi. This is
demonstrated in Figure 10. �

Tv
Tv1 (Cut)

Tz1

Tv2 (Cut)
Tz2

...

Fv2 (Cut)
Tw2

Tz2
...

Fv1 (Cut)
Tw1

Tz1

Tv2 (Cut)
Tz2

...

Fv2 (Cut)
Tw2

Tz2
...

Figure 10: Why BCtd-refutations corcerning the TDn gadget are large.

5.3 The UNSAT Gadget

Recall the set of clauses UNSATa,b that appeared in Example 2.1. The
structure of C(UNSATa,b) is shown in Figure 2. Graphically we present
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C(UNSATa,b) as shown in Figure 11. We call C(UNSATa,b) the UNSATa,b

gadget. The formal definition of C(UNSATa,b) appears in Example 2.1.

v and

UNSAT

a b

Figure 11: The UNSATa,b gadget graphically.

5.4 The XOR Gadget

The Boolean xor function

xor(x, y) = (x ∧ ¬y) ∨ (¬x ∧ y)

evaluates to true if and only if exactly one of x, y is true. Based on the
xor function we can construct a Boolean circuit, as shown in Figure 12, for
which it holds that the output gate a evaluates to true if and only if xor(x, y)
evaluates to true. When we use this circuit construct as a part of a circuit,
we represent it graphically as an “xor gate” ⊕.

or

andand

not not

a

yx

cb

d e

Figure 12: The Boolean function xor as a Boolean circuit.

Notice that we can deduce an entry for any one of a, x, y if we have entries
for the other two in the branch. Furthermore, if we do not have entries for
any of b, c, d, e, we can not deduce an entry for any one of a, x, y if we do not
have entries for the other two in the branch. If we apply the cut rule on x, we
can deduce exactly the entries Fc, Td in the branch with Fx, and Fd, Fb in
the branch with Tx. Especially, with bottom–up cuts we can then apply the
cut in both of these branches on gate a. For gate y the situation is symmetric.
Moreover, applying the cut rule on both x and y is equivalent to applying
bottom–up cut on x and then on c in both branches, in the sense that we can
then deduce an entry in all of these branches for a. Again, the situation for
y, applying the cut then on b, is symmetric. This means that with bottom–up
cuts we can forget about the inner structure of the circuit, always applying
the cut rule on gates x, y only.
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With top–down cuts, by applying the cut rule on gate a we can then de-
duce exactly the entries Fb, Fc in the branch with Fa. If we then apply the
cut rule on x or y in both branches, we can deduce entries for the rest of the
gates in all of these branches. On the other hand, in the branch with Ta we
can deduce nothing. If we then apply the cut rule on b or c in both branches,
we can deduce entries for the rest of the gates in all of the branches. In this
case, in the following we will say that we apply the cut on x or y when ac-
tually we simulate this by applying the cut rule on b or c after which entries
for x an y can be deduced. This lets us forget about the inner structure of ⊕,
although it exists.

Using the “xor gate” we construct a circuit as shown in Figure 13(a). This
construct, the XORn gadget, has n layers Xi, 1 ≤ i ≤ n, of xor gates, as
shown in the figure. In the following, we present the XORn gadget as shown
in Figure 13(b).

+

a2,1

a1,1
X1

X2

+

an,n+1 an,3 an,2 an,1

+

++

a12

a2,2

Xn

a0,1

+a2,3

(a)

an,1an,n+1

XOR

+
a0,1

(b)

Figure 13: (a) The structure of the XORn gadget, (b) the XORn gadget graph-
ically.

Formally, the XORn gadget is the set of equations

XORn = {ai,j = or(bi,j, ci,j) | 0 ≤ i < n, 1 ≤ j ≤ i + 1}

∪ {bi,j = and(di,j, ai+1,j) | 0 ≤ i < n, 1 ≤ j ≤ i + 1}

∪ {ci,j = and(ei,j, ai+1,i+2) | 0 ≤ i < n}

∪ {di,j = not(ai+1,i+2) | 0 ≤ i < n}

∪ {ei,j = not(ai+1,j) | 0 ≤ i < n, 1 ≤ j ≤ i + 1}

The number of gates in the gadget is polynomial with respect to n, namely
Θ(n2).7

7For a given n, we have 5 ·
∑

n+1
i=1 i = 5(n+1)(n+2)

2 gates, giving Θ(n2).
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The following two lemmas on the XORn gadget will be useful in the proofs
of our main results.

Lemma 5.2 It is impossible to generate a polynomial size tableau with re-
spect to n for XORn in BCbu in which there is an entry for the output gate
a0,1 in every branch of the tableau.

Proof of Lemma 5.2. After applying the cut rule on a single an,j we cannot
yet deduce entries for any other ai,j′ . Thus we can only either apply the cut
rule

(a) on one of the other gates on level n, or

(a) on any of the gates on level n− 1 that is the parent of an,j on which we
applied the cut rule.

Consider case (a). Assume that we first applied the cut rule on some an,j,
where 1 ≤ j ≤ n. If we then apply the cut rule on an,n+1, we can deduce
an entry for an−1,j, but not for any other ai,j′. If we first applied the cut rule
on an,n+1, we then apply the cut rule on some an,j, and can similarly deduce
an entry only for an−1,j . Either way, in case (i) we can deduce exactly one
entry for a single gate on level n − 1, and have a similar situation on level
n − 1 to the one we were in on level n before applying the second cut. Most
noticeably, no branch closes. Inductively, “climbing up” the circuit bottom–
up from level n to level 1 we thus end up with a tableau with exponential
number of entries w.r.t. n.

For case (b), by applying the cut rule on a particular parent an−1,i of an,j,
we can deduce an entry for the other child of an−1,i, say an,k , but not for any
other ai′,j′ . It must hold that either k = n + 1 or j = n + 1. By applying the
cut rule on any other an,l, we can deduce an−1,l, but not for any other ai′,j′,
and are in a similar situation on level n − 1 to that we described in case (a)
on level n. Moreover, we have to apply the cut rule on all gates on level n
before we can deduce entries for all gates on level n − 1.

Combining the ideas from cases (a) and (b), we notice that having entries
for ai,j and ai,j′ , the only other gates ai′,j′′ for which we can at most deduce
entries are (i) ai−1,j (if j ′ = i + 1), and, given that we have also an entry for
ai+1,i+2, (ii) ai+1,j and ai+1,j′.

We will thus in any case have to apply the cut rule a number of times
linear to n and end up with a tableau with exponential number of entries
w.r.t. n before reaching level 1. �

Lemma 5.3 Given that the output gate a0,1 of XORn is constrained to true,
it is impossible to generate a polynomial size tableau with respect to n for
XORn in BCtd in which there is an entry for some gate an,i, 1 ≤ i ≤ n + 1
in every branch of the tableau.

Proof of Lemma 5.3. By Ta0,1 we may apply the cut rule on either a1,1

or a1,2. If we apply the cut rule on a1,1, in the branch with Ta1,1 we can
deduce Fa1,2, and in the branch with Fa1,1 we can deduce Ta1,2, but no
entries for any other ai,l. By a symmetric argument, we can deduce Ta1,1 in
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one branch and Fa1,1 in the other if we apply the cut rule on a1,2. In both
cases, we double the number of open branches. Now we may apply the cut
rule to any of the gates on level 2 of the XOR gadget. By a similar argument,
after applying the cut rule on one of the three gates, we can deduce an entry
for the other two gates in each branch. Still, none of the branches close.
Inductively, on level i we always double the number of open branches. �
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6 MAIN RESULTS

The main results of the work are presented. Negative polynomial simulation
results are shown to hold for each pair of the considered variations of the BC

method. A road map to the results presented in the first part of this chapter
is shown below. Furthermore, the relevance of the results is discussed in the
light of the Davis–Putnam method.

BCbu
6.5

�
6.1�

BC
6.6
� BCbu+td BCi

6.4�
6.2

�
BCi+td

6.3�
BCtd

6.1 BCbu vs BCi

We now show that BCi cannot p–simulate BCbu. The proof utilises the
UNSAT and PHPn+1

n gadgets and the resolution–boundedness of the varia-
tions of the BC method.

Theorem 6.1 BCbu � BCi.

Proof of Theorem 6.1. Consider the family of circuits of the type shown in
Figure 14 with the constraint that the output gate v is true. Any circuit in
the family is obviously unsatisfiable.

n+1PHPn
n+1PHPn

v

and and

UNSATa,b
ba

and

Figure 14: Circuit for Theorems 6.1 and 6.2.

For an arbitrary n, for BCbu we can construct a constant size refutation
as follows. First, deduce Te, Tf , Tg, Th from Tv. Then apply (say, in the
PHPn+1

n gadget on the left) the cut rule first on one of the input gates xi,j ,
and deduce an entry for li,j. After this, apply the cut rule on hj

i,i′ in both of
the induced branches. Now we have induced four branches in total, having
in each branch a constant number of entries, and can apply the cut rule on
a in each branch. After having an entry on a, each branch can be closed in a
constant number of steps similarly to the refutation shown in Figure 5. The
generated closed tableau will by the above be of constant size.
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Notice that to generate a refutation we need to reach the UNSAT gadget,
i.e., it is impossible to generate a contradiction in all the branches of a tableau
without having an entry for some of the gates in the UNSAT gadget in the
tableau.

Now consider BCi. From Tv we can deduce Te, Tf , Tg, and Th, but
nothing else. As PHPn+1

n is unsatisfiable, it is impossible to deduce Ta or
Tb with “up” rules as a and b are and gates. Thus we can only have Fa and
Fb entries in any branch. Now assume that there is a BCi-refutation of poly-
nomial size w.r.t. n for this circuit. A closed tableau can only be achieved
after deducing an entry for gate a or gate b, as we have no constraints on the
PHPn+1

n parts of the circuit. Thus we must have either Fa or Fb in every
branch. But if we have Fa or Fb in every branch, then we could construct a
BCi-refutation of polynomial size w.r.t. n for C>(PHPn+1

n ). This is in con-
tradiction with Corollary 5.1. Thus all BCi-refutations will be of exponential
size w.r.t. n. �

6.2 BCi+td vs BCi

We now proceed to show that BCi cannot p–simulate BCi+td. In the proof,
we re-use the ideas used in the proof of Theorem 6.1.

Theorem 6.2 BCi+td � BCi.

Proof of Theorem 6.2. Consider again the family of circuits of the type
shown in Figure 14 with the constraint that the output gate v is true. We
have that any circuit in the family is unsatisfiable.

For BCi+td we can construct a constant size refutation by first deducing
Te, then applying the cut rule on gate a, and then closing each branch sim-
ilarly to the refutation shown in Figure 5. For BCi, all BCi-refutations will
be of exponential size w.r.t. n as argued in the proof of Theorem 6.1. �

6.3 BCi+td vs BCtd

Next we show that BCtd cannot p–simulate BCi+td. The proof of the follow-
ing theorem is based on a circuit constructed from two UNSAT gadgets and
a TDn gadget.

Theorem 6.3 BCi+td � BCtd.

Proof of Theorem 6.3. Consider the family of circuits of the type shown in
Figure 15 with the constraint that the output gate v is true.

Any circuit in this family is obviously unsatisfiable. For BCi+td we can
construct a refutation of linear size w.r.t. n as follows. First apply consec-
utively the cut rule on gates a1, b1, a2, b2 in each branch. This induces 16
branches, a constant number. We then have an entry for each of a1, b1, a2, b2

in every branch. Now we can deduce an entry for vn+1 and wn+1 in each
branch. As C>(UNSATa,b) is unsatisfiable, we can only deduce Fvn+1 and
Fwn+1. This can clearly be done in a constant number of steps. From the
entries Fvn+1, Fwn+1 we can then deduce Fzn, and then Fvn, Fwn. Pro-
ceeding recursively, we can thus deduce Fv in every branch with a linear
number of steps w.r.t. n.
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or

Figure 15: Circuit for Theorem 6.3.

Notice that to generate a refutation we need to reach the UNSAT gadgets,
as in the proof of Theorem 6.1. But by Lemma 5.1, before reaching the gate
zn from top–down, we already must have generated a tableau with exponen-
tially many entries w.r.t. n. Every BCtd-refutation is thus of exponential size
w.r.t. n for this family of circuits. �

6.4 BCbu+td vs BCi+td

In this subsection we show that BCi+td cannot p–simulate BCbu+td. Using
the ideas in the proof of Theorem 6.1, we construct a circuit from three
circuits similar to the one used in the proofs of Theorems 6.1 and 6.2, an
XORn gadget, and an expander sub-circuit that connects the former four.
The expander circuit is an example of a simple nontrivial circuit in which
deduction can be propagated through the circuit in a straightforward fashion.
It is applied here so that trivial simplification of the circuit is not possible.
Lemma 5.3 is also applied.

Theorem 6.4 BCbu+td � BCi+td.

Proof of Theorem 6.4. Consider the family of circuits of the type shown in
Figure 16 with the constraint that the output gate v is true.

Any circuit in the family is unsatisfiable. For BCbu+td we can construct
a refutation of polynomial size w.r.t. n as follows. First apply the bottom–up
strategy introduced in the proof of Theorem 6.1 to generate entries for the
and gates a1, a2, a3, b1, b2, b3 in every branch. As in the proof of Theorem 6.1,
this can be done having a constant number of entries in the tableau. Then
it is straightforward to deduce entries for v1, v2, v3 in each branch. Further-
more, as C>(UNSATa,b) is unsatisfiable, we must then have Fv1,Fv2,Fv3

in every branch. Now in an arbitrary branch, it is straightforward to deduce
the entries Fan,j for all 1 ≤ j ≤ n + 1, generating only a number of entries
in the order of n2. Continuing on, generating only a number of entries in
the order of n2, deducing recursively Fai−1,j from Fai,j and Fai,i+1 we can
at last deduce Fv. As we have in total a constant number of branches and
in each branch a polynomial number of entries w.r.t. n, we clearly have a
BCbu+td-refutation of polynomial size w.r.t. n.

Again, to generate a refutation we need to reach the UNSAT gadgets.
With input cuts, this results in a refutation of exponential size w.r.t. n, as
argued in the proof of Theorem 6.1. By Lemma 5.3, any top-down approach
will also result in a refutation of exponential size w.r.t. n. �
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Figure 16: Circuit for Theorem 6.4.

6.5 BCbu+td vs BCbu

Next we show that BCbu cannot p–simulate BCbu+td. In addition to ideas
in used in the proof of Theorem 6.2, we use a circuit constructed from a pair
of XORn gadgets and an UNSAT gadget. We also apply Lemma 5.2.

Theorem 6.5 BCbu+td � BCbu.

Proof of Theorem 6.5. Consider the family of circuits of the type shown in
Figure 17 with the constraint that the output gate v is true. As C>(UNSATa,b)
is unsatisfiable, any circuit in this family is also unsatisfiable.

andv

UNSATa,b

+ + ba

n nXOR XOR

Figure 17: Circuit for Theorem 6.5.

As already described in the proof of Theorem 6.2, for BCbu+td we can
construct a constant size refutation top–down by first deducing Te, then
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applying the cut rule on gate a, and closing each branch similarly to the
refutation shown in Figure 5.

It is impossible to generate a refutation without reaching the UNSAT gad-
gets, as in the previous proofs in which we had an UNSAT gadget as a part
of the circuit. By Lemma 5.2, in order to reach the UNSAT gadget, we must
generate a tableau with exponential number of branches w.r.t. n. Thus any
BCbu-refutation for any circuit in this family must be of exponential size
w.r.t. n. �

6.6 BC vs BCbu+td

Now we proceed by showing that BCbu+td cannot p–simulate BC. The
proof uses n + 1 UNSAT gadgets and 2n + 3 XORn gadgets, and applies
Lemmas 5.2 and 5.3.

Theorem 6.6 BC � BCbu+td.

Proof of Theorem 6.6. Consider the family of circuits of the type shown in
Figure 18 with the constraint that the output gate v is true.

and

+

bn+1 a1 b1++n+1a
UNSAT

1a 1b

XOR n XOR n

and

XORn

v

an,1an,n+1

+
UNSAT ba n+1n+1

XORn

+
XORn

Figure 18: Circuit for Theorem 6.6.

For BC we can construct a refutation of polynomial size w.r.t. n as follows.
First apply the cut rule on an,1. In the branch in which we have Tan,1, apply
the cut rule on a1. Similarly to the refutation in Figure 5, we can close both
the branch in which we have Ta1 and the one in which we have Fa1. In
the branch in which we have Fan,1, recursively on i, cut first on an,i and
then in the branch in which we have Tan,i, cut on ai and again close both
of the induced branches. This idea is shown in Figure 19. As the refutation
in Figure 5 is of constant size, we end up with a tableau of polynomial size
w.r.t. n in which there is a single open branch with the entries Fan,i for all
1 ≤ i ≤ n + 1.
After this, generating only number of entries in the order of n2, deducing
recursively Fai−1,j from Fai,j and Fai,i+1 we can at last deduce Fv, thus
generating a BC-refutation of polynomial size w.r.t. n.
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Figure 19: How to generate a polynomial size BC-refutation for the circuit
shown in Figure 18.

Again, to generate a refutation we need to reach the UNSAT gadgets. By
Lemma 5.2, any bottom–up approach will result in a refutation of exponen-
tial size w.r.t. n. By Lemma 5.3, this applies also for any top–down approach.
Thus any BCbu+td-refutation will be of exponential size w.r.t. n for any cir-
cuit in this family. �

6.7 BCi vs BCtd

We now turn to show that BCi and BCtd are incomparable under the p–
simulation relation. The proof draws heavily on the proofs of Theorems 6.1
and 6.3.

Theorem 6.7 BCi 6≡ BCtd.

Proof of Theorem 6.7. Consider again the family of circuits shown in
Figure 14. In the proof of Theorem 6.1 it is shown that all BCi-refutations
for any circuit in this family are of exponential size w.r.t. n. For an idea of
how to generate a BCtd-refutation of constant size we again refer the reader
to the refutation shown in Figure 5.

On the other hand, consider the family of circuits shown in Figure 15. It
is shown in the proof of Theorem 6.3 that all BCtd-refutations for any circuit
in this family are of exponential size w.r.t. n, while in the same proof it is
described how to construct a linear size refutation for an arbitrary circuit in
the family applying the cut rule only on input gates. �
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6.8 BCbu vs BCtd

Using ideas from the proofs of Theorems 6.5 and 6.7, in this subsection we
show that BCbu and BCtd are incomparable under the p–simulation rela-
tion.

Theorem 6.8 BCbu 6≡ BCtd.

Proof of Theorem 6.8. As explained in the proof of Theorem 6.7, for an
arbitrary circuit in the family of circuits shown in Figure 15, there is a refuta-
tion of linear size w.r.t. n in which the cut rule is applied only on input gates
of the circuit, while all BCtd-refutations for the circuit are of exponential
size w.r.t. n.

In the proof of Theorem 6.5 the family of circuits shown in Figure 17 is
introduced. For this family it holds that applying the cut rule in a top–down
fashion there is a refutation of constant size for an arbitrary circuit in the
family, while by applying the cut rule in bottom–up fashion only will always
result in a exponential size refutation w.r.t. n. �

6.9 BCbu vs BCi+td

As the last one of the main theorems of this work, we argue that BCbu and
BCi+td are incomparable under the p–simulation relation.

Theorem 6.9 BCbu 6≡ BCi+td.

Proof of Theorem 6.9. It is shown in the proof of Theorem 6.5 that every
BCbu-refutation for an arbitrary member of the family of circuits shown in
Figure 17 is of exponential size w.r.t. n. For BCi+td we can construct a
constant size refutation for these circuits similarly to the refutation described
in the proof of Theorem 6.2.

On the other hand, now consider the family of circuits shown in Figure 20
with the constraint that the output gate v is true. Notice that such a circuit
consists of a TDn gadget from the input gates of which hang two sub-circuits
equivalent to the circuit in Figure 14. Combining Lemma 5.1 and the rea-
soning presented in the proof of Theorem 6.1, we have that every BCi+td-
refutation for an arbitrary circuit in this family is of exponential size w.r.t. n,
as it is impossible to reach the UNSAT gadgets both top–down and bottom–
up without generating an exponential number of entries in the tableau.

For BCbu, we can generate a refutation of linear size w.r.t. n as follows.
It is discussed in the proof of Theorem 6.1 how one can apply the cut on
gate a in the circuit in Figure 14. What we can do here is to cut through
the PHPn+1

n circuits similarly as in the proof of Theorem 6.1. Then we can
apply the cut rule on each gate a1, b1, a2, b2 in each branch. After this, it is
straightforward to deduce an entry for gates vn+1 and wn+1 in every branch.
Due to the unsatisfiability of C>(UNSATa,b), with this bottom–up approach
it is only possible to deduce Fvn+1,Fwn+1. At this point we note that as
the UNSAT gadget with PHPn+1

n gadgets hanging from the input gates has
a constant number of gates, we have so far obviously generated a tableau
with only constant number of entries. Having Fvn+1,Fwn+1 in each branch,
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Figure 20: Circuit for Theorem 6.9.

it is possible to deduce Fv by generating only a linear number of entries
w.r.t. n, as explained in the proof of Theorem 6.3. Thus we can generate a
BCbu-refutation of linear size w.r.t. n for any member of the family of circuits
considered. �

6.10 Corollaries

Combining Theorems 6.1 – 6.9, by the transitivity of �, the resulting order-
ing of BC and its restricted variations based on the p–simulation relation is
shown in Figure 21.

BCbu

� �
BC � BCbu+td 6≡ BCi

� �
BCi+td 6≡

�
BCtd

Figure 21: Summary of the ordering of BC and its restricted variations based
on the p–simulation relation. The case BCbu 6≡ BCtd is omitted from the
picture for clarity.

We have thus shown that no two variations of the BC method are equal using
proof complexity as the measure. Notice that the results obviously hold for
extended classes of Boolean circuits if the set of rules involving and, or, and
not gates remains unchanged in the tableau method.

6.11 Relevance to the Davis–Putnam Method

Given an arbitrary constrained Boolean circuit C = 〈C, c+, c−〉, one can
translate C into a propositional formula in CNF of linear–size w.r.t. the size
of the circuit that is satisfiable if and only if C is. The standard way of doing
the translation is often referred to as Tseitin’s translation, first discussed in
[33]. This translation introduces a new variable vg for each gate g ∈ C and
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captures the functional dependencies in C by clauses, the output being thus
in CNF. More precisely,

• each gate g ∈ c+ (c−) is translated into the unit clause {vg} ({¬vg}),

• each g = not(g1) ∈ C is translated into the set of clauses

{{vg ∨ vg1
}, {¬vg ∨ ¬vg1

}},

• each g = or(g1, . . . gk) ∈ C is translated into the set of clauses

{{vg1
∨ · · · ∨ vgk

∨ ¬vg}} ∪
⋃

i∈{1,...,k}

{{vg ∨ ¬vgi
}},

and

• each g = and(g1, . . . gk) ∈ C is translated into the set of clauses

{{¬vg1
∨ · · · ∨ ¬vgk

∨ vg}} ∪
⋃

i∈{1,...,k}

{{¬vg ∨ vgi
}}.

The CNF formula output by the translation is the union of the sets of clauses
above. With gates with only finite fan–in, i.e., gates with only finitely many
direct children, the CNF is obviously of linear size in the number of gates,
constrained gates, and edges in C.

It turns out that the main results of this work apply to the Davis–Putnam
method (DPLL) [12, 11] in the case that the input is translated into CNF
using Tseitin’s translation. This is due to the fact that the proof complexity of
an arbitrary Boolean circuit C for BC is always within a polynomial w.r.t. the
proof complexity of the CNF formula that results from Tseitin’s translation
from C for DPLL.

We assume that the reader is familiar with the basic DPLL method. A
DPLL–refutation can be abstractly seen as a tableau in which the entries
are sets of clauses. There are two rules in the DPLL method which can be
applied to generate tableau entries.

(i) Splitting rule, which splits ϕ into two sets, ϕ′ = ϕ ∪ {{v}} and ϕ′′ =
ϕ∪{{¬v}}, where v is some variable that appears in ϕ. Now obviously
ϕ is satisfiable if and only if ϕ′ or ϕ′′ is.

(ii) Unit propagation, which, given that there is a unit clause {v} ∈ ϕ,
propagating on {v} transforms each clause of the form {¬v∨v1∨· · ·∨
vk} into {v1∨· · ·∨vk}, and removes all clauses that contain v from ϕ.

A branch in a tableau is contradictory if there are both of the unit clauses
{a} and {¬a} in the branch for some variable a. Rest of the terminology
concerning DPLL–tableaux is synonymous in an obvious way with that of
BC–tableaux.

For the following, let ϕ be a set of clauses that is obtained from a Boolean
circuit using Tseitin’s translation. The idea here is to show that DPLL for
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ϕ can p–simulate BC for the original circuit, and vice versa. In fact, any
DPLL–refutation can be interpreted as a BC–refutation, and vice versa.
Especially, we argue that unit clauses in a DPLL–refutation generated by
applying the two rules above correspond exactly to non–root entries of the
corresponding BC–refutation.

Obviously, the splitting rule is equivalent to the cut rule in BC; adding
the unit clause {vg} ({¬vg}), is equivalent to extending a branch with Tg
(Fg) by applying the cut rule (and deducing Tg ′ by applying the ”up” rule
for not on g′ = not(g)), and vice versa.

Clearly, having a unit clause {vg} ({¬vg}) amounts to having Tg (Fg) in
the branch in BC. Deducing a unit clause {vg} by unit propagation from a
clause {vg ∨ vg1

∨ · · · ∨ vgk
} requires propagating on each of the unit clauses

{¬vgi
}, where 1 ≤ i ≤ k. Thus to deduce a new unit clause we need to have

all {¬vgi
}’s in ϕ. Next we argue that unit clauses that can be generated by ap-

plying unit propagation on ϕ correspond one–to–one to the non–root entries
generated by applying the rules (b)–(h) in a corresponding BC–refutation
for the original circuit. Consider the different gate types in Boolean circuits.

• g = not(g′): This is translated into {{g ∨ g′}, {¬g ∨ ¬g′}}.

– If we have {g} ∈ ϕ, then unit propagation removes the clause
{g∨g′} and transforms {¬g∨¬g′} into {¬g′}. This is equivalent
to deducing Fg′ from Tg by applying the “down” rule for not in
BC.

– The other cases {¬g} ∈ ϕ, {g′} ∈ ϕ, and {¬g′} ∈ ϕ are very
similar, and thus left for the reader to confirm.

• g = or(g1, . . . , gk): This is translated into

{{vg1
∨ · · · ∨ vgk

∨ ¬vg}, {vg ∨ ¬vg1
}, . . . , {vg ∨ ¬vgk

}}.

– If we have {vgi
} ∈ ϕ for some i, then unit propagation removes

the clause {vg1
∨ · · · ∨ vgk

∨ ¬vg}, and transforms {vg ∨ ¬vgi
}

into {vg}. Now unit propagation on {vg} removes all the rest
{vg ∨ ¬vgj

}, j 6= i. This is equivalent to deducing Tg from Tgi

by applying the “up” rule for or in BC.

– If we have {¬vg} ∈ ϕ, then unit propagation removes the clause
{vg1

∨· · ·∨vgk
∨¬vg}, and transforms each {vg∨¬vgi

} into {¬vgi
}.

This is equivalent to deducing Fg from all Fgi, 1 ≤ i ≤ k, by
applying the “up” rule for or in BC.

– If we have {vg} ∈ ϕ, then unit propagation removes all {vg ∨
¬vgi

} and transforms {vg1
∨· · ·∨vgk

∨¬vg} into {vg1
∨· · ·∨vgk

}.
Then to deduce {vgi

} for some i we still need to have {¬vgj
} ∈ ϕ

for all j 6= i. Thus deducing {vgi
} is equivalent to deducing Tgi

from Tvg and all Fvgj
using the “last undetermined child” rule

for or in BC.

– If we have {¬vgi
} ∈ ϕ for some i, then unit propagation removes

the clause {vg ∨¬vgi
} and transforms {vg1

∨ · · ·∨ vgk
∨¬vg} into

{vg1
∨ · · · ∨ vgi−1

∨ vgi+1
∨ · · · ∨ vgk

∨ ¬vg}. Then to deduce
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(i) {vgj
} for some j 6= i we still need to have {vg} and {¬vgl

} ∈
ϕ for all l 6= j. Thus deducing {vgj

} is equivalent to deduc-
ing Tgj from Tvg and all Fvgl

using the “last undetermined
child” rule for or in BC.

(ii) {vg} we still need to have {vgj
} for some j 6= i, which is

equivalent to deducing Tg from Tgj by applying the “up”
rule for or in BC.

(iii) {¬vgj
} we still need to have {¬vg}, which is equivalent to

deducing Fgj from Fg by applying the “down” rule for or in
BC.

(iv) {¬vg} we still need to have {vgj
} for all j 6= i, which is

equivalent to deducing Fg from all Fvl, 1 ≤ l ≤ k, using the
“up” rule for or in BC.

• g = and(g1, . . . , gk): This is translated into

{¬vg1
∨ · · · ∨ ¬vgk

∨ vg}, {¬vg ∨ vg1
}, . . . , {¬vg ∨ vgk

}.

The deduction here is, in a sense, the dual of the one presented for the
or gates, and thus rather similar to the discussion above. This is left for
the reader to confirm.

Thus unit propagation is equivalent to the set of rules consisting of the rules
(b)–(h) in BC.
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7 CONCLUSION

This work addresses the question of how restrictions on the use of the cut rule
effect the proof complexity in Boolean circuit satisfiability checking based on
tableaux. The tableau method in question consists of a complete and sound
subset of the rules in the method introduced in [20].

The results show that restricting the application of the cut rule in any
of the natural locality based ways considered (input cuts, top–down cuts,
bottom–up cuts, input and top–down cuts) increases the proof complexity ex-
ponentially. Moreover, there are exponential differences between the proof
complexity of all the restricted methods. The proofs rely on the resolution–
boundedness of the methods and on properties of certain circuit gadgets such
as a Boolean circuit representation of the well–known pigeon–hole principle.

The introduced tableau method can be seen as a generalisation of the
Davis–Putnam method for CNF formulas obtained from Boolean circuits
using Tseitin’s translation. Thus the results show that locality based cut re-
strictions – such as splitting on the input gates only – have a worst–case ex-
ponential effect on the sizes of proofs in Davis–Putnam based satisfiability
checkers, contradicting the common belief based on empirical results (see
e.g. [31, 14]).

7.1 Further Work

We now present some further directions of research based on this work.

• Empiric correspondence. Can empiric correspondence be shown to
backup the theoretical results, i.e., could we see the difference in re-
stricting the application of the cut / splitting rule in e.g. state–of–the–
art satisfiability solvers?

In some satisfiability checkers such as ���������	� [26] one can restrict
the case splittings to a given static subset of variables. But in a more
general view, the question of how to integrate different locality–based
cut restrictions acting on a dynamically selected subset of variables into
existing solvers in not a trivial one.

• Cut heuristics. The question of empiric correspondence leads thus to
the problem of developing efficient cut heuristics, i.e., general meth-
ods for choosing gates on which the cut rule is applied. Development
of efficient cut heuristics is a nontrivial task; the total number of gates
in a circuit can be enormous compared to the number of input gates,
so we should be able to select a small subset of the gates to which to
apply the cut in the circuit. This problem has two sides.

1. How to determine on which gates we do not need to apply the cut
rule. A trivial example of this is that having x = not(y) implies
that it is not necessary to apply the cut on both x and y. The ques-
tion remains, are there general rules on what gates should be in-
cluded in this set. The graphical view of Boolean circuit suggests
e.g. that some kind of graph–analytic methods could be applied
in identifying gates that should be in this set. For example, in the
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main proofs of this work we considered circuits in which certain
bottleneck gates are visible.

2. How to select the gate on which the cut rule is applied next. Hav-
ing a subset of gates for candidates on which to apply the cut rule,
how to dynamically choose one gate of these on which the cut is
applied next in order to gain maximally from the cut?

• Further deduction / pruning rules. What happen to the proof com-
plexity when different deduction / pruning rules such as one–step looka-
head, equivalence reasoning, or cone–of–influence (see e.g. [20]) are
introduced?

• Learning. We should be able to learn the reasons for contradictions
during the satisfiability search, producing efficient further constraints
to guide the search. The question is: do the main results of this work
apply between the restricted variants of BC if different learning schemes
(see e.g. [34, 26, 25, 1, 13]) are introduced?
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