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Exercises VI

Labelled algorithms, figures, and chapters refer to the course book.

VI-1 (CLRS 26.3-4?) A perfect matching is a matching in which every vertex is matched.
Let G = (V,E) be an undirected bipartite graph with vertex partition V = L ∪ R,
where |L| = |R|. For any X ⊆ V , define the neighborhood of X as

N(X) = {y ∈ V : (x, y) ∈ E for some x ∈ X} ,

that is, the set of vertices adjacent to some member of X. Prove Hall’s theorem: there
exists a perfect matching in G if and only if |A| ≤ |N(A)| for every subset A ⊆ L.

VI-2 (CLRS 35.1-3?) Professor Bündchen proposes the following heuristic to solve the
vertex-cover problem. Repeatedly select a vertex of highest degree, and remove all
of its incident edges. Give an example to show that the professor’s heuristic does
not have an approximation ratio of 2. (Hint: Try a bipartite graph with vertices of
uniform degree on the left and vertices of varying degree on the right.)

VI-3 (CLRS 35.2-2) Show how in polynomial time we can transform one instance of the
traveling-salesman problem into another instance whose cost function satisfies the
triangle inequality. The two instances must have the same set of optimal tours. Ex-
plain why such a polynomial-time transformation does not contradict Theorem 35.3,
assuming that P 6= NP.

VI-4 (CLRS 35.2-5) Suppose that the vertices for an instance of the traveling-salesman
problem are points in the plane and that the cost c(u, v) is the euclidean distance
between points u and v. Show that an optimal tour never crosses itself.

VI-5 (CLRS 35.4-3) In the MAX-CUT problem, we are given an unweighted undirected
graph G = (V,E). We define a cut (S, V − S) as in Chapter 23 and the weight of a
cut as the number of edges crossing the cut. The goal is to find a cut of maximum
weight. Suppose that for each vertex v, we randomly and independently place v in S
with probability 1/2 and in V − S with probability 1/2. Show that this algorithm is
a randomized 2-approximation algorithm.


