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Abstract—Nowadays wireless sensor networks have found 

their way into a wide variety of applications and systems with 

vastly varying requirements and characteristics, but all of 

them have a common element: faults are a normal fact and not 

isolated events as in traditional networks. Thus, in order to 

guarantee the network quality of service, it is essential for the 

sensor network to be able to detect and heal failures. In this 

work a failure detection scheme and a service management 

approach using the autonomic computing paradigm and some 

concepts of the IT Infrastructure Library (ITIL) will be eva-

luated. The presented approach aims to employ self-healing 

services, allowing them to discover, examine, diagnose and 

react to malfunctions. 

 

Index Terms—Autonomic computing, fault tolerance, net-

work architecture and design, network management, self-

healing, wireless sensor networks 

 

I. INTRODUCTION 

HE number of transistors on a cost effective chip and, 

therefore, the processing or storage capacity of that 

chip, doubles every year, following Moore‟s law [1]. A 

continuation of Moore‟s law until 2019 will result in tran-

sistor features just a few atoms in width and will make the 

vision of smart dust [2] to become reality. 

Mark Weiser stated already in 1991 that “In the 21st cen-

tury the technology revolution will move into the everyday, 

the small and the invisible…” and “The most profound tech-

nologies are those that disappear. They weave themselves 

into the fabric of everyday life until they are indistinguish-

able from it.” 

Today we are at the beginning of that ubiquitous compu-

ting era. The design of micropower wireless sensor systems 

has already gained increasing importance for a variety of 

civil and military applications. Recent advances in micro-

electro-mechanical systems (MEMS) technology and its 

associated interfaces, signal processing, and wireless com-

munications, have enabled the development of low-cost, 

low-power, multifunctional sensor nodes that are small in 

size and communicate in short distances. These tiny sensor 

nodes, which consist of sensing, data processing, and com-

municating components, leverage the idea of sensor net-

works based on collaborative effort of a large number of 

nodes and so the focus has shifted away from limited 

macrosensors communicating with base stations. 

While individual microsensor nodes are not as accurate as 

their macrosensor counterparts, the networking of a large 

number of nodes enables high quality sensing networks with 

the additional advantages of easy deployment and fault-
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tolerance. These characteristics make microsensors ideal for 

deployment in otherwise inaccessible environments, where 

maintenance would be inconvenient or impossible and 

represent a significant improvement over traditional sensors, 

which are deployed in the following two ways [3]: 

 Sensors can be positioned far from the actual pheno-

menon, i.e., something known by sense perception. In 

this approach, large sensors that use some complex 

techniques to distinguish the targets from environ-

mental noise are required. 

 Several sensors that perform only sensing can be dep-

loyed. The positions of the sensors and communica-

tions topology are carefully engineered. They transmit 

time series of the sensed phenomenon to the central 

nodes where computations are performed and data are 

fused. 

A common sensor network is composed of a large num-

ber of sensor nodes (in the majority of cases, these networks 

are composed of hundreds of thousands of nodes), which are 

densely deployed either inside the phenomenon or very 

close to it. 

The position of sensor nodes need not be engineered or 

pre-determined. This allows random deployment in inac-

cessible terrains or disaster relief operations. On the other 

hand, this also means that sensor network protocols and 

algorithms must possess self-organizing capabilities because 

deploying and maintaining the nodes must remain 

inexpensive – manually configuring large networks of small 

devices is impractical. 

The nodes are able to collect, process, disseminate and 

store data. They perceive the environment, monitor different 

parameters and collect data according to the application 

purpose. Another unique feature of sensor networks is the 

cooperative effort of sensor nodes. Sensor nodes are fitted 

with an on-board processor. Instead of sending the raw data 

to the nodes responsible for the fusion, sensor nodes use 

their processing abilities to locally carry out simple compu-

tations and transmit only the required and partially 

processed data. The reason for this is that computation is 

much cheaper than communication in regard to the most 

critical resource, the energy. Each transferred bit costs as 

much energy as about 1,000 instructions [4], thus, wireless 

sensor networks process data within the network wherever 

possible. 

A wireless sensor network has applications in environ-

mental and habitat monitoring, precision agriculture, indoor 

climate control, surveillance, treaty verification, intelligent 

alarms, and medical diagnostics. The most dramatic applica-

tions involve monitoring complex interactions, including 

wildlife habitats, disaster management, emergency response, 

ubiquitous computing environments, asset tracking, health-

care, and manufacturing process flow. 
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Some of these applications require a large number of 

devices making traditional methods of sensor networking 

impractical due to the high demand on cable installations. 

To be able to manage wireless sensor networks in an effi-

cient manner, Assunção et al. [5] proposed the use of the 

IT Infrastructure Library (ITIL) [6] and the autonomic com-

puting paradigm [7]. 

This work is organized as follow. Section II presents 

wireless sensor networks that manage themselves without 

direct human intervention and presents the needed main 

management services to implement an autonomic wireless 

sensor network. Section III covers the important aspects of 

failure detection and fault management with the focus on 

event-driven networks. Section IV presents the definition of 

an Autonomic Service Management System, developed based 

on the autonomic computing and ITIL concepts by 

Assunção et al. [5]. In section 0 the results of experiments 

conducted by Assunção et al. [5] and Ruiz et al. [8] will be 

presented and finally, the concluding remarks are presented 

in section VI. 

II. AUTONOMIC WIRELESS SENSOR NETWORKS 

In the majority of cases the network elements, called sen-

sor nodes, of a wireless sensor network are deployed in 

remote areas where maintenance and administration by 

technicians are impracticable. The form factor of a single 

sensor node can vary, depending on the actual need of the 

application, from the size of a shoe box (e.g. a weather sta-

tion) to a microscopically small particle (e.g. for military 

applications where sensor nodes should be almost invisible). 

Similarly, the cost of a single device may vary from 

hundreds of Euros (for networks of very few, but powerful 

nodes) to a few cents (for large-scale networks made up of 

very simple nodes) [9]. Each device is composed by a com-

putational unit, a wireless communication unit, a sensing 

unit (one or more sensors), a logic unit (software) and a 

power unit. Recharging or replacing the battery is generally 

impracticable, since there are thousands of nodes in poten-

tial inaccessible environments. Depending on the applica-

tion, the required lifetime of a sensor network may range 

from some hours to several years and has a high impact on 

the required degree of energy efficiency and robustness of 

the nodes [9]. 

Sensor nodes observe the environment, monitor different 

parameters and collect data according to the application pur-

pose. In some applications, the network must collect, 

process, and deliver the data continuously and in real-time, 

in other types of applications the data is delivered to the 

observer only when a certain event occurs. Any missing or 

late information can influence the interpretation of the data 

and therefore a failure in sensing, processing, or delivery 

can disturb the network goals. 

The design and development of energy efficient systems 

in environments that impose severe restrictions is not a tri-

vial task. Considering the given characteristics, the system 

should be as autonomic as possible, that is, the wireless 

sensor network should manage itself with the least or no 

human intervention. 

An autonomic system is composed of interrelated auto-

nomic elements. Each of these elements has managed hard-

ware or software resources that build the IT infrastructure 

and autonomic managers that supervise and control these re-

sources. The autonomic manager provides self-management 

services using monitoring, planning, analyzing and execut-

ing modules. Fig. 1 presents the interaction between the 

autonomic elements. 

 
Regarding to autonomic wireless sensor networks, the 

management tasks should consider some of the following 

aspects ([7], [10]): 

 Self-healing: discover, diagnose, and react to network 

disruptions. Self-healing components can detect system 

malfunctions or failures and start corrective actions 

based on defined policies to recover the network or a 

node. The automatic recovering from damages im-

proves the service availability. 

 Self-optimization: monitor and tune resources 

automatically. The management service that max-

imizes the resource allocation and utilization, and 

guarantees optimal service quality, based on policies. 

The tuning actions could mean reallocating resources –

 such as in response to dynamically changing 

workloads – to improve overall utilization, or ensuring 

that particular business transactions can be completed 

in a timely fashion. The automation of complex tasks 

and the components adjustment in response to variable 

workloads allows the delivery of a high-level service. 

 Self-configuration: change configuration parameters to 

adapt dynamically under varying conditions and net-

work states. This management service self-configures 

and reconfigures the network elements under varying 

and even unpredictable conditions. The network confi-

guration must occur automatically, as well as dynamic 

adjusts to the current configuration to best handle 

changes in the environment. 

 Self-protection: anticipate, detect, identify and protect 

against threats (internal or external, accidental or mali-

cious) from anywhere. In case an attack happens, this 

service executes detection routines in order to reach 

security. 

 Self-service: allow the provision of sensing, processing 

and dissemination services, anticipating resources and 

at the same time keeping the complexity hidden, in 

order to shrink the gap between business application 
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and service goals. 

 Self-awareness: allow the entity to know its environ-

ment and its activities context and act accordingly. It 

finds and generates rules to best interact with neighbor 

entities. 

 Self-knowledge: the management service that qualifies 

an entity to know itself. For example, an entity that 

governs itself should know its components, current 

state, capacity, and all the connections with other enti-

ties. It needs to know the extension of its resources that 

can be lent and borrowed. 

 Self-maintain: allow an entity to monitor its compo-

nents and fine-tune itself to achieve pre-determined 

goals. 

According to the characteristics described above, four 

common functions should be implemented in the autonomic 

sensor nodes: a function to collect the details it needs to 

know from the system, a function to analyze those retrieved 

details to determine if something is wrong and needs to 

change, a function to create a plan, or sequence of actions, 

that specifies the necessary changes, and a function to per-

form those actions. These functions work together to pro-

vide the control loop functionality of an autonomic 

manager [7]: 

Monitor: The monitor function provides the mechanisms 

that collect, aggregate, filter and report details that can be 

analyzed and collected from a managed resource. The de-

tails can include topology information, metrics, configu-

ration, status, capacity, and throughput. 

Analyze: The analyze function provides mechanisms to 

correlate, observe, and analyze complex situations in an 

effort to determine whether changes need to be imple-

mented. This function can model complex behaviors to use 

prediction techniques allowing the autonomic managers to 

learn about the IT environment and predict future behaviors. 

Plan: The plan function creates or selects a procedure to 

execute a desired change in the managed resource. A change 

plan, which represents a desired set of changes for the ma-

naged resource, is created and passed to the execute func-

tion. The planning mechanism uses policy information to 

guide its work. 

Execute: The execute function provides the mechanisms 

that controls the execution of a plan with considerations for 

dynamic updates. This function is responsible to execute the 

change plan and to update the knowledge used by the auto-

nomic manager. 

These four parts communicate and collaborate with one 

another and exchange appropriate knowledge and data, as 

shown in Fig. 2. 

According to the work of Assunção et al. [5], some of the 

IT Infrastructure Library (ITIL) concepts are used to employ 

self-management services: for this purpose the monitor, ana-

lyze, plan and execute functions are implemented for auto-

nomic managers defined under the ITIL paradigm. 

III. FAILURE DETECTION AND FAULT MANAGEMENT 

Sensor nodes have strong hardware and software restric-

tions in terms of processing power, memory capability, 

power supply, and communication throughput. The power 

supply is the most critical restriction, given that it is typi-

cally not rechargeable.  For this reason faults are likely to 

occur frequently and will not be isolated events. Besides, 

large-scale deployment of cheap individual nodes means 

that node failures from fabrication defects will not be un-

common. 

In military applications, where these networks are dep-

loyed in open spaces or enemy territories, adversaries can 

manipulate the environment (so as disrupt communication, 

for example by jamming), but have also physical access to 

the nodes. At the same time, ad-hoc wireless communication 

by radio frequency means that adversaries can easily put 

themselves in the networks and disrupt infrastructure func-

tions (such as routing) that are performed by the individual 

nodes themselves. Finally, the sensor nodes are exposed to 

natural phenomena like rain, fire, or even falls of trees since 

they are commonly used to monitor external environments. 

Therefore failure detection and fault management plays a 

crucial role in wireless sensor networks. If, in addition to 

detecting a failure, the management application can also 

determine the reasons of the failure and distinguish between 

malicious and non-malicious origins, it can trigger security 

management services or, if it is an accidental or natural 

failure, activate “backup nodes”. 

In applications interested in the conditions of the environ-

ment at all times sensor nodes will be programmed to sense 

and send back their measurements at regular intervals or 

continuously. These networks are called programmed and 

continuous, respectively. Other applications just need data 

when some “special” events occur; the networks are then 

called event-driven networks. On the other hand, when the 

network is able to answer to queries of the observers, it has 

the on demand property. 

Configuring the network as event-driven is an attractive 

option for a large class of applications since it typically 

sends far fewer messages. This results into a significant 

energy saving, since message transmissions are much more 

energy-intensive when compared to sensing and processing. 

For instance, if the application is temperature monitoring, it 

could be possible just to report data when the temperature of 

the area being monitored goes above or below certain thre-

sholds. 

 

Fig. 2.  Functional details of the autonomic manager [7] 
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The drawback of such event-driven networks is, that 

failure detection is much harder to implement than in con-

tinuous networks since the continuous data stream can also 

be used as an indicative of the network operation quality. If 

data are received from every single node, then all is well. In 

event-driven networks however, if the management applica-

tion stops receiving data from certain nodes or entire regions 

of the network, it cannot distinguish if a failure has occurred 

or if no application event has occurred. 

Ruiz et al. [8] use a homogeneous hierarchical network. 

The nodes are grouped into clusters and there is a special 

node called cluster-head which has more resources and, 

thus, is more powerful than the common-nodes. Further-

more, cluster-heads are responsible for sending data to a 

base station. The base station communicates with the ob-

server, which is a network entity or a final user that wants to 

have information about data collected from the sensor 

nodes. In their implementation, the management agents 

execute in the cluster-heads where aggregation of manage-

ment and application data is performed. This mechanism 

decreases the information flow and energy consumption as 

well. A manager is located externally to the sensor network 

where it has a global vision of the network and can perform 

complex tasks that would not be possible inside the network. 

The failure detection in such a sensor network can be 

done in the following way: 

In the installation phase, that occurs as soon as the nodes 

are deployed in the network, each node finds out its position 

in the area and reports it and its energy level to the agent 

located in the cluster-head, which aggregates it and send it 

to the manager. With this data the management application 

builds a topology map model and an energy map. 

In the operational phase, while the sensor nodes are per-

forming their functions, i.e., collecting and sending data, 

management activities take place. Among them, energy 

level monitoring plays a central role. Each node checks its 

energy level and sends a message to the agent whenever 

there is a state change. This information is also transmitted 

to the manager, which can then recalculate the energy and 

topology maps, as well as the coverage area, which charac-

terizes the coverage area maintenance service. Also, opera-

tions can be sent to the agents in order to execute the failure 

detection management service. The manager sends GET 

operations in order to retrieve the node state. The GET-

RESPONSEs are used to build the network audit map. If an 

agent or a node does not answer to a GET operation, the 

manager consults the energy map to verify if it has residual 

energy. If so, the manager detects a failure and sends a noti-

fication to the observer. 

IV. SERVICE MANAGEMENT SYSTEM FOR SELF-HEALING 

To extend this model of failure detection and fault 

management, Assunção et al. proposed in their work [5] the 

usage of some of the IT Infrastructure Library (ITIL) 

concepts and proposed a system whose architecture is 

described as follows: 

An autonomic manager, located outside the network, is 

responsible to map the Service Level Agreement (SLA) into 

so called “policies” for the network nodes, to monitor the 

service quality and availability and, if necessary, to rene-

gotiate the SLAs. These policies are delivered to the net-

work nodes and stored in repositories, the knowledge bases. 

The autonomic managers, located in the sensor nodes, then 

start the monitor, analyze, plan and execute functions, based 

on this information. 

Autonomic managers on cluster-head nodes guarantee 

that the service level is being attended inside the cluster and 

adjust the network components to attend these levels.  

Common nodes‟ autonomic managers are responsible to 

monitor their resources, optimize the nodes‟ functioning, 

detect anomalous behavior, analyze events and adjust the 

nodes‟ configuration in order to diminish the risk of faults. 

In case any problem occur, these managers will recover the 

network operation as fast as possible. 

Some concepts of the ITIL Service Delivery area were 

employed by Assunção et al. [5] in the definition of four 

autonomic managers with the purpose of creating a self-

healing wireless sensor networks, namely: 

 Autonomic Service Level Manager: the autonomic 

manager that guarantees the fulfillment of agreed ser-

vice levels and eventually redefines the SLA using a 

manual manager or policies. 

 Availability Autonomic Manager: the autonomic 

manager that plans and manages service availability 

through the monitoring of the IT service availability. 

 Continuity Autonomic Manager: the autonomic 

manager that analyzes network risks identifying possi-

ble failures and creating a recover or risk reduction 

plan. 

 Capacity Autonomic Manager: the autonomic manager 

that monitors nodes resources and identifies demands. 

In case of current or future insufficient capacity this 

manager is responsible to reallocate resources and an-

ticipate new resources, what makes necessary the defi-

nition of a resource utilization model to determine 

whether the nodes are attending the defined require-

ments or not. 

Each one of these managers employs concepts of Service 

Support disciplines to accomplish the monitor, analyze, plan 

and execute function, considering the self-healing service 

(see Fig. 3). 

  

 

Fig. 3.  Autonomic element [5] 
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V. EXPERIMENTS 

The experiments presented here, are divided in two sepa-

rate sections and cover two common problems in wireless 

sensor networks. In the first part, which covers the experi-

ments from [8], an unexpected event puts the nodes, con-

fined in a predefined region, out of operation, whereas the 

second part, which covers the experiments from [5], deals 

with problems caused by traffic congestion and energy loss. 

The aim of the experiments in the first part is to evaluate the 

impact of management functions over the wireless sensor 

network, analyzing the management costs and identify the 

effectiveness of the management architecture in detecting 

failures. The experiments in the second part are used to 

investigate the impact of service management regarding to 

power consumption and data flow. 

In all experiments the implemented application accom-

plishes temperature monitoring which is simulated using the 

Network Simulator 2 (NS-2) tool and the MannaSim, which 

is a framework made of a set of base classes that extends 

NS-2 to simulate sensor networks. 

A. Management costs and effectiveness in detecting 
failures 

In this section, dealing with an event-driven network, the 

simulation model is defined as follows: 

The nodes sense the temperature continuously along the 

time, but they send their data only when the minimum or 

maximum value collected differs 2% from the last data sent. 

In order to simulate the temperature behavior of the envi-

ronment, random numbers were generated following a nor-

mal distribution, taking into consideration standard 

deviation of 1 °C from an average temperature of 25 °C. 

Fig. 4 presents the node distribution in the monitored area 

(120 m × 120 m) and Table I describes the networks para-

meters and the features of the nodes. 

1) Evaluating Management Impact 

In this section the impact of management functions over 

the wireless sensor network are evaluated according to an 

analysis of its costs. For this experiment three different 

scenarios were simulated. In scenario 1 and scenario 2 the 

network is simulated with all the fault management func-

tions, but in scenario 2 the failure detection function was 

removed, finally in scenario 3 the network is simulated 

without any management functions. In the simulation, an 

unexpected event causes the failure of 32 nodes located at 

the center of the network at 45 s of simulation (100 s simu-

lation time). 

TABLE I 

SIMULATION PARAMETERS 

Parameter Value 

No. of nodes 160 (144 common-nodes and 16 cluster-heads) 

Cluster size Variable 

Simulation time 100 s 

Coverage area 120 m × 120 m
 

Environment conditions 
Variations in the environment and noise are not 

considered 

Initial energy available 

in each node 
5 Joules 

Network type Heterogeneous 

MAC Protocol IEEE 802.11 

Routing Algorithm None 

Propagation Model Shadowing 

Node distribution Uniform random 

Transmission power of 

common-nodes 

9.9 mW (90% of receiving rate at a distance of 

15 m) 

Transmission power of 

cluster-heads 

281.8 mW(90% of receiving rate at a distance 

of 80 m) 

Sensing range 2 m 

Node capacity 5 buffers for receiving packets 

Energy spent in 

communication 

0.66 W for node transmission, 6.0 W for 

cluster-head transmission, and 0.2 W for 

reception 

Energy spent in sensing 10 mW 

Energy spent in 

processing 
Not considered 

Node mobility Stationary 

 
Fig. 5 shows the delivery rate, which measures the ratio 

of messages received by the nodes in the network to the 

messages sent by the nodes, for sensing application and 

management messages. As expected, the delivery rate is 

 

Fig. 5.  Delivery rate of messages [7] 

 

Fig. 4.  Hierarchical network comprised of common-nodes, cluster-heads 

and a base-station. Common nodes are less powerful than cluster-heads and 

take part of the group that has as the leader the nearest cluster-head. 

Communication among nodes is single hop [7]. 
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very similar in all scenarios, since the messages are trans-

mitted in the same wireless environment and to and from the 

same nodes. Neither the introduction of detection nor the 

introduction of management had any influence on the deli-

very rate of application messages. 

Fig. 6 shows the energy consumption of common-nodes 

and cluster-heads. It is observed that, as far as detection is 

not concerned, the energy consumption increased with 

management in 18% for cluster-heads and 29.45% for 

nodes. But when the detection mechanism was taken into 

account, management caused an increase of 101.2% and 

129.45% in the energy consumption for cluster-heads and 

nodes, respectively. 

This result was expected since the act of transmitting and 

receiving messages are the most determinant activities for 

energy consumption according to the simulated energy 

model. 

2) Failure Detection Effectiveness 

This second set of experiments was conducted in order to 

evaluate if it is worth the increase in traffic and energy con-

sumption. 

In this simulation the region, where the ruin of nodes 

occurred, was modified in terms of location and also in 

terms of dimension. Table II presents the description of the 

simulated scenarios. 

For these experiments an event which harms the nodes at 

45 s, putting them out of operation, was simulated. The 

manager was programmed to start the detection mechanism 

at times 25, 50, and 75 s and to report the results at times 50, 

75, and 100 s, respectively. So, when the unexpected event 

occurs, there was enough time (20 s) for the manager to 

come to a conclusion regarding the availability of the nodes. 

This means that only the reports in 75 and 100 s would have 

to contain any conclusion regarding this event. Thus, the 

report at 50 s shows the results obtained before the event 

occurrence. 

Fig. 7 shows the effectiveness of the detection mechanism 

for scenario 1. The numbers in the x-axis represent the 

points in time when the manager reports the availability of 

the nodes in the network. It can be observed that there were 

some failure detections in time 50 s, although at this time 

the destruction of the nodes could not yet be perceived. 

Drops of GETs (messages to get the current state of a node) 

or GET-RESPONSEs cause the manager to be misled and, 

consequently, produce false positives. This problem also 

occurs at points 75 and 100 for the same reason, 

representing 27.93% and 26.06% of the detections, 

respectively. The quantity of false positives at these points is 

considerably higher than the quantity for point 50 due to the 

harm of some cluster-heads where the agents run. What 

happens is that after the unexpected event occurs, some 

common-nodes, which were not harmed, lost their cluster-

heads if they are located inside the damaged region. As a 

consequence, these common-nodes stop receiving the GETs 

from the manager, since they are sent to them through the 

agents. As a result, the manager does not receive answers 

from these common-nodes provoking false positives. In 

respect to scenario 1, the number of “orphan” nodes was 8. 

For scenario 5, the results are similar, considering that al-

most twice as many nodes are harmed in this scenario. 

TABLE II 

DESCRIPTION OF THE SIMULATED SCENARIOS 

Scenario Description 

1 

32 nodes (20% of the network, composed of 3 cluster-heads 

and 29 common-nodes) located at the center of the network 

are harmed. These nodes have x and y coordinates between 

30 and 90. 

2 

41 nodes (25.63% of the network, composed of 4 cluster-

heads and 37 common-nodes) located near the base station 

are harmed. These nodes have x and y coordinates between 0 

and 60. 

3 

39 nodes (24.37% of the network, composed of 4 cluster-

heads and 35 common-nodes) located far from the base 

station are harmed. These nodes have x and y coordinates 

between 60 and 120. 

4 

14 nodes (8.75% of the network, composed of 1 cluster-head 

and 13 common-nodes) located at the center of the network 

are harmed. These nodes have x and y coordinates between 

40 and 80.
 

5 

62 nodes (38.75% of the network, composed of 6 cluster-

heads and 56 common-nodes) located at the center of the 

network are harmed. These nodes have x and y coordinates 

between 20 and 100. 

 
Fig. 8 shows the results for scenario 2. The results for 

point 50 are almost the same as the results for the centered 

region (scenario 1). As mentioned before, at that point the 

unexpected event had not yet been perceived, meaning that 

 

Fig. 6.  Energy consumption of nodes [7] 

 

Fig. 7.  Detection effectiveness for centered failures (scenario 1) [7] 
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the results seem to be independent from the region chosen. 

However, as far as points 75 and 100 are concerned, it is 

possible to observe considerable dissimilarities. The number 

of false positives has decreased to 10.26% (point 75) and 

10.36% (point 100) of the detections. The reason is that in 

this experiment the number of orphan nodes is only 4, i.e., 

two times less than the number of orphan nodes for 

scenario 1. 

Fig. 8 also shows the results for non-detected failures. 

Comparing with the results for scenario 1, the amount of 

non-detections is similar, representing 15.59% of the 

failures. This shows that the number of initial messages 

drops in the center is similar to the region near the base 

station. 

The results for the scenarios 3 and 4 are very similar to 

these results. 

B. Impact of Service Management 

The second part of experiments [5] evaluates the impact 

of the usage of service management (based on the auto-

nomic computing and ITIL concepts) to heal the network. 

The simulation will deal with communication problems due 

to traffic congestion and energy loss and the system has to 

detect the root cause of the problem and react in an adequate 

way. In the following the functionality of the simulated 

system is described. 

The knowledge bases are distributed between the network 

nodes and all nodes store information about their own state. 

Cluster-head nodes store also network management 

information, since these nodes have more communication 

and storage capacity. 

The main tasks defined to the autonomic managers lo-

cated in common nodes are described below. 

Monitor: The continuity manager detects message loss 

incidents. In order to detect if messages were lost, the nodes 

periodically check if they received an ACK message for each 

sensed data message sent. The capacity manager is respon-

sible to monitor the sensor node residual energy. When the 

energy is under a certain threshold, an incident is detected 

and the node starts sending only high priority messages. 

This manager is also able to detect abnormal production 

increase incidents, which occurs when some event of in-

terest is sensed making nodes to increase their production. 

Analyze: The error diagnose is accomplished using infor-

mation stored in the sensor nodes‟ knowledge sources. In 

case common nodes lose messages, the autonomic manager 

will diagnose if an abnormal increase in nodes‟ production 

is the root cause of the incident (this increase makes nodes 

lose their messages since the packet queue is full). 

Plan: After the autonomic manager detects that messages 

were lost and the production has increased, it will try to de-

crease the node‟s production, until messages are no longer 

lost. In order to control their production the manager pro-

poses as change the gradual increase of the sensing and 

sending interval. In case of a low energy problem the 

manager will propose to stop the node activities for some 

seconds. 

Execute: The manager alters the sensing and sending in-

tervals or puts the node out of service for a few seconds. 

While messages are being lost, the manager keeps adjusting 

these parameters and evaluating their impact over the net-

work. 

The main tasks defined to the autonomic managers 

located in cluster-head nodes are described below. 

Monitor: The detection of message loss is accomplished 

by the continuity manager using the same ACK mechanism 

as the common nodes. The capacity manager is responsible 

to monitor the sensor node residual energy. Cluster-head 

node managers, also detect the network increase of produc-

tion incident and low energy level in the cluster. 

Analyze: In case cluster-head nodes lose messages, these 

nodes analyze the knowledge source in order to diagnose if 

the failure is an abnormal production increase. 

Plan: If the autonomic manager detected a low residual 

energy incident in its cluster, it proposes as change that the 

20% of the cluster nodes with the smallest residual energy 

will stay out of service for 5 s. A similar change is per-

formed when the network has an abnormal production 

increase (which is characterized by a significant raise in the 

number bytes sent). The cluster-head node chooses 20% of 

the cluster nodes with the highest production and put these 

nodes out of service for 5 s. These plans aim to increase the 

network lifetime and prevent congestion. 

Execute: The autonomic manager executes the change 

plan putting the chosen nodes out of service for a 5 s, and 

then evaluates the impact of the change over the network. 

The knowledge source is updated whenever messages are 

received or configuration parameters are changed. The 

cluster-head nodes store in the knowledge source their local 

information and some replied information of each node of 

the cluster. Each message received by the cluster-head from 

an unknown node will create an entry for this node in the 

knowledge source. After that, this repository will be updated 

by messages sent every second from the common nodes 

with information about their repository entries. The cluster-

head knowledge source entries update the received message 

rate when a sensed data message is received. 

The simulation was built with dimensions of 50 m × 50 m 

containing four cluster-head nodes and five common nodes 

per cluster. The cluster-head nodes were positioned in a grid 

and the common nodes deployed randomly. A base station 

was positioned in the center of the scenario. Using this 

 

Fig. 8.  Detection effectiveness for failures near the base station 

(scenario 2) [7] 
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topology, two scenarios were simulated. In scenario 1 the 

service management system for self-healing wireless sensor 

networks described above was implemented and in 

scenario 2 the network does not implement any self-

management functionalities. 

The characterization of the simulation is presented in 

Table III. The specifications of the two kinds of sensor 

nodes utilized in the simulations (common and cluster-head 

nodes) were configured according to the ones presented by 

the real nodes Mica Motes [11] and WINS [12], respec-

tively. Each scenario was executed 33 times and the results, 

presented in the following sections, refer to the average of 

the obtained values. 

The modeled average temperature is, like in the previous 

experiments, 25 °C, but the standard deviation in these 

simulations is 5 °C. When the sensed temperature exceeds 

28 °C, the message that contains this data is considered a 

high priority message. 

In order to simulate communication problems, at each 

20 s, common nodes decrease their sensing and dissemi-

nating interval from 0.01 and 1 s to 0.001 and 0.01 s, pro-

moting an increase in network data production. As a conse-

quence to that, messages are lost because of space loss at the 

packet queue, that admit 10 messages in common nodes and 

100 messages in cluster-head nodes. The network nodes try 

to detect incidents at every 1 s interval. 

1) Impact of Service Management in Power 

Consumption 

In almost any application of wireless sensor networks 

energy is the most critical resource. In case of node failure 

due to energy exhaustion, the network production is reduced 

in an irreversible manner. 

Sensor nodes from scenario 2 exhaust their energy after 

75 s of simulation, supporting the communication problem 

event for a 25 s period. On the other hand, the common 

nodes of scenario 1, which implement the self-management 

system described above, survive during the entire simulation 

and support the communication problem for 60 s. According 

to these data, the power consumption of scenario 1 (see Fig. 

9) is smaller than the power consumption in scenario 2, even 

though the network keeps functioning for 80 s longer than in 

scenario 2.  This happened because the nodes detect that 

messages are being lost and diminish their production, and 

the fact, that common nodes send only high priority infor-

mation in case of low energy level. 

The cluster-head nodes from both scenarios presented 

similar power consumption (see Fig. 10). Although the 

cluster-head nodes from scenario 1 delivered more informa-

tion, the size of the messages was smaller, making the 

power consumption comparable to the ones of scenario 2. 

TABLE III 

CHARACTERIZATION OF PERFORMED SIMULATIONS 

Parameter Value 

No. of nodes 24 (20 common-nodes and 4 cluster-heads) 

Cluster size 5 nodes 

Simulation time 155 s 

Number of simulations 33 

Coverage area 50 m × 50 m
 

Environment conditions 
Variations in the environment and noise are 

not considered 

Initial energy available in 

each node 

5 Joules in common nodes and 100 J in 

cluster-head nodes 

Network type Heterogeneous 

MAC Protocol IEEE 802.11 

Energy spent in transmis-

sion (reception) 

36 mW (24 mW) for common nodes and 

600 mW (300 mW) for cluster-head nodes 

Transmission range 
40 m for common nodes and 250 m for 

cluster-head nodes 

Processing consumption 
24 mW in common nodes and 360 mW in 

cluster-head nodes 

Node capacity 
Space for 10 messages in common nodes and 

100 messages in cluster-head nodes 

Energy spent in sensing 15 mW 

Sensing and disseminate 

type 
Programmed 

Node mobility Stationary 

 

2) Sensed Data Flow 

The amount of data sent by the common nodes of 

scenario 1 is 10.80 times greater than the one of the 

scenario 2, however, the amount of data received by the 

cluster-head nodes from scenario 1 is 1.3 times greater than 

the one of scenario 2 (see Fig. 11). It means that the 

 

 

Fig. 12.  Cluster-head nodes sent and 

base point received messages [5] 

 

Fig. 11.  Common nodes sent and 

cluster-head received messages [5] 

 
 

Fig. 10.  Cluster-head nodes power 

consumption [5] 

 
 

Fig. 9.  Common nodes power 

consumption [5] 
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scenario 1 saves energy, since it delivers fewer messages 

when network is congested and therefore drops less data. 

Nevertheless, the number of messages delivered to the 

cluster-head node is bigger if compared to the one of 

scenario 2. This demonstrates that the number of dropped 

messages in the network was reduced. 

The amount of data sent by the cluster head nodes to the 

base station in scenario 1 is 2.16 times greater than in scena-

rio 2 (see Fig. 12). This happens because the cluster-head 

nodes decide to decrease their dissemination intervals, being 

able to deliver the received messages by the common nodes 

of the cluster. Nevertheless, the scenario 1 presented only 

0.40% of message loss, while the scenario 2 presented 

21.07% of message loss. 

The amount of dropped messages is in scenario 2 is 

84 times greater than the one of scenario 1. That is obvious 

because it is not implemented any way of detecting or 

solving communication problems in scenario 2. 

VI. CONCLUSIONS 

Building and deploying networks, especially in environ-

ments where there will be tens of thousands of network ele-

ments with particular features, is very complex. The task be-

comes even worse due to the physical restrictions of the 

sensor nodes, in particular energy and bandwidth restrictions 

and in some applications even the environment is inaccessi-

ble. Nevertheless it is possible to operate a wireless sensor 

network in such circumstances. The autonomic computing 

approach is one of the possible solutions, because it helps to 

keep the network independent of human interventions.  

As the results show the detection of improper operations 

and components failure in wireless sensor networks and the 

automatic recovering of problems promote a greater availa-

bility of the service and the network longevity. Analyzing 

all the obtained results, the proposed solution has proved to 

be efficient in correcting communication problems and pro-

longing the network lifetime even if – at least in an event-

driven network – there will be an overhead, that is accept-

able for mission-critical applications. 
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