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Prerequisites & content

2

 Some biology, some algorithms, some statistic are 
assumed as background.

 Inherits parts of old Practical course in 
Biodatabases and Introduction to Bioinformatics1

courses, lectured the last time in 2009.

 The idea is to look at several concrete pipelines that 
are in use in bioinformatics, and study the elements 
constituting them in detail.

 Python used as the scripting language to tie the 
elements into pipelines.

1 Also inherits some lecture slides from the latter course (thanks to Esa Pitkänen) 2



What is bioinformatics?
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 Bioinformatics, n. The science of information and 
information flow in biological systems, esp. of the 
use of computational methods in genetics and 
genomics. (Oxford English Dictionary)

 "The mathematical, statistical and computing
methods that aim to solve biological problems using 
DNA and amino acid sequences and related 
information."                   -- Fredj Tekaia



What is bioinformatics?
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 "I do not think all biological computing is bioinformatics, 
e.g. mathematical modelling is not bioinformatics, even 
when connected with biology-related problems. In my 
opinion, bioinformatics has to do with management and 
the subsequent use of biological information, particular 
genetic information."                            -- Richard Durbin



What is not bioinformatics?
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 Biologically-inspired computation, e.g., genetic algorithms and 
neural networks

 However, application of neural networks to solve some biological 
problem, could be called bioinformatics

 What about DNA computing?

http://www.wisdom.weizmann.ac.il/~lbn/new_pages/Visual_Presentation.html



Computational biology

 Application of computing to biology (broad 
definition)

 Often used interchangeably with bioinformatics

 Or: Biology that is done with computational 
means

6



Biometry & biophysics
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 Biometry: the statistical analysis of biological data
 Sometimes also the field of identification of individuals using 

biological traits (a more recent definition)

 Biophysics: "an interdisciplinary field which applies 
techniques from the physical sciences to understanding 
biological structure and function"  -- British 
Biophysical Society



Mathematical biology

 Mathematical biology “tackles 
biological problems, but the 
methods it uses to tackle them 
need not be numerical and 
need not be implemented in 
software or hardware.” 

-- Damian Counsell

Alan Turing
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Turing on biological complexity

9

 “It must be admitted that the biological examples which it has 
been possible to give in the present paper are very limited. 

This can be ascribed quite simply to the fact that biological 
phenomena are usually very complicated. Taking this in 
combination with the relatively elementary mathematics used in this 
paper one could hardly expect to find that many observed biological 
phenomena would be covered. 

It is thought, however, that the imaginary biological systems
which have been treated, and the principles which have been 
discussed, should be of some help in interpreting real biological 
forms.” 

– Alan Turing, The Chemical Basis of Morphogenesis, 1952



Related concepts

 Systems biology

 “Biology of networks”

 Integrating different levels of 

information to understand 

how biological systems work 

 Computational systems biology

Overview of metabolic pathways in 

KEGG database, 

www.genome.jp/kegg/
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Why is bioinformatics important?
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 New measurement techniques produce huge 
quantities of biological data

 Advanced data analysis methods are needed to make sense of 
the data

 The 1000 Genomes Project Consortium Nature 467, 1061-1073 
(2010).

 Sudmant, P. H. et al. Science 330, 641-646 (2010).

 Paradigm shift in biology to utilise bioinformatics in 
research

 Pevzner & Shamir: Computing Has Changed Biology – Biology 
Education Must Catch Up. Science 31(5940):541-542, 2009.





Bioinformatician’s skill set
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 Statistics, data analysis methods
 Lots of data

 High noise levels, missing values

 #attributes >> #data points

 Modelling

 Discrete vs continuous domains

 -> Systems biology

 Data structures, databases

 Algorithms



Bioinformatician’s skill set
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 Programming languages
 Scripting languages: Python, Perl, Ruby, …

 Extensive use of text file formats: need parsers

 Integration of both data and tools

 Scientific computation packages

 R, Matlab/Octave, …

 Communication skills



Scientific method of bioinformatics

 Is there such?
 Bioinformatics is not a science in itself, just a new 

approach to study a science – biology.
 The accepted way to do research in bioinformatics is 

somewhere between the hypothesis testing method of 
experimental sciences and exact mathematical method of 
exact sciences.
 There are two extremes among bioinformaticians:

 Those that use bioinformatics tools in creative ways and follow the 
hypothesis testing method of experimental sciences.

 Those that develop the bioinformatics tools and follow the exact
mathematical method.

 Typically the most influental research is done somewhere in 
between.
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Educational goal

 This course (as part of MBI curriculum) aims to 
educate bioinformaticians that are ”in between”:

 In addition to learning what tools are used in bioinformatics, 
we aim at in depth understanding of the principles leading to 
those tools.

 Suitable background for continuing to PhD studies in 
bioinformatics.

 Suitable background for working as a ”method consultant” in 
biological research groups that mainly use bioinformatics tools 
rather than understand how they work. 
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Bioinformatics pipelines

 As the biological research groups use the 
bioinformatics tools as black boxes, the method 
developers have put effort on using standardized 
input/output formats.

 Otherwise it is not easy to get your own tool as part of larger 
pipelines.

 Looking directly at pipelines and elements 
constituting them gives a systematic way to study 
bioinformatics.

 Course content is structured like this.
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Before continuing…

 Assuming now central dogma DNA->RNA-
>proteins, nucleotides, amino acids, gene structure, 
introns, exons, basics of regulatory mechanism, 
evolutionary mutations, alleles, recombinations, etc. 
basic biology known.

 For recap, see e.g.
https://www.cs.helsinki.fi/i/vmakinen/algbio10/alg
bio10_lecture1.pdf (part II, page 24 on).
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https://www.cs.helsinki.fi/i/vmakinen/algbio10/algbio10_lecture1.pdf
https://www.cs.helsinki.fi/i/vmakinen/algbio10/algbio10_lecture1.pdf


C    C     C     A

One slide recap

…ATGGATGTAGGTGAGTAG…TCGATGCAAGGGGCTGATGCTGTACCACTAA…

…AUGGAUGUAGAUGGGCUGAUGCUGUACCACUAA

MDVDGLMLYH

transcription

translation

Gene regulation

entsyme

DNA

RNA

Protein

codon

Nucleotides A, C, G, T

…TACCTACATCCACTCATC…AGCTACGTTCCCCGACTACGACATGGTGATT

5’ 3’

gene

exon intron

Mother DNA Father DNA

Daughter DNA

C    G     A     A T    C     C     T

recombination
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First pipeline: Phylogeny by distance method

D(              ,             )=4

D(              ,             )=6

D(              ,             )=2

…

…
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Distance between two species?

 Optimal would be the time since the species separated…

 An approximation is to look at the sequence similarity
and especially genome rearrangements
 Point mutations are frequent but larger scale variations are rare -> 

large scale variations give a better accuracy estimate on the 
evolutionary distance.

 First locate homologous genes or syntenic blocks (prediction by high
sequence similarity).

 Then count how many large scale variations (dublications, 
inversions, translocations, fissions, fusions) are necessary to convert
the order of genes in one species to the order in other species.

 A lower-bound for the biological truth, assuming all possible
rearrangement operations are taken into account and homologies are
correctly identified.
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22Jones & Pevzner, 2004 22



Phylogeny by distance method pipeline

For all pairs of 
species, find the 

homologous
genes

genome sequences

of the species

Compute the 
rearrangement
distance for all
pairs of species

permutations 

representing

the homologs 

Build the 
phylogenetic
tree from the 

distances

D(A,B) for all species A and B

Element 1 Element 2

Element 3
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Elements 1-3

 Element 2 covered in the Algorithms for 
Bioinformatics course.

 Element 1 also briefly looked at in the Algorithms for 
Bioinformatics course, but will now be studied in 
more detail.

 Element 3 will be studied later on (last lecture?)
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Element 1: Homologs, orthologs and paralogs

 We distinguish between two types of homology

 Orthologs: homologs from two different species, separated by a speciation
event

 Paralogs: homologs within a species, separated by a gene duplication
event

gA

gB gC

Organism B Organism C

gA

gA gA’

gB gC

Organism A

Gene duplication event

Orthologs

Paralogs
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Orthologs and paralogs

 Orthologs typically retain the original function

 In paralogs, one copy is free to mutate and acquire new function (no 
selective pressure)

gA

gB gC

Organism B Organism C

gA

gA gA’

gB gC

Organism A
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Paralogy example: hemoglobin

 Hemoglobin is a protein 
complex which transports 
oxygen

 In humans, hemoglobin 
consists of four protein 
subunits and four non-protein 
heme groups

Hemoglobin A,

www.rcsb.org/pdb/explore.do?structureId=1GZX

Sickle cell diseases

are caused by mutations

in hemoglobin genes

http://en.wikipedia.org/wiki/Image:Sicklecells.jpg
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Paralogy example: hemoglobin

 In adults, three types are 
normally present
 Hemoglobin A: 2 alpha and 2 

beta subunits

 Hemoglobin A2: 2 alpha and 2 
delta subunits

 Hemoglobin F: 2 alpha and 2 
gamma subunits

 Each type of subunit (alpha, 
beta, gamma, delta) is encoded 
by a separate gene

Hemoglobin A,

www.rcsb.org/pdb/explore.do?structureId=1GZX
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Paralogy example: hemoglobin

 The subunit genes are paralogs of 
each other, i.e., they have a 
common ancestor gene

 Exercise: hemoglobin human 
paralogs in NCBI sequence 
databases 
http://www.ncbi.nlm.nih.gov/sites/entrez?d
b=Nucleotide

 Find human hemoglobin alpha, beta, gamma and 
delta

 Compare sequences

Hemoglobin A,

www.rcsb.org/pdb/explore.do?structureId=1GZX
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Orthology example: insulin

 The genes coding for insulin in human (Homo 
sapiens) and mouse (Mus musculus) are orthologs:

 They have a common ancestor gene in the ancestor species of 
human and mouse

 Exercise: find insulin orthologs from human and mouse in 
NCBI sequence databases
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Sequence alignment: estimating homologs by 
sequence similarity

 Alignment specifies which positions in two 
sequences match

acgtctag

|||||

-actctag

5 matches

2 mismatches

1 not aligned

acgtctag

||

actctag-

2 matches

5 mismatches

1 not aligned

acgtctag

|| |||||

ac-tctag

7 matches

0 mismatches

1 not aligned
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Mutations: Insertions, deletions and 
substitutions

 Insertions and/or deletions are called indels

acgtctag

|||||

-actctag

Indel: insertion or 

deletion of a base 

with respect to the 

ancestor sequence

Mismatch: substitution

(point mutation) of

a single base
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Global alignment

 Problem: find optimal scoring alignment between two sequences 
(Needleman & Wunsch 1970)

 Every position in both sequences is included in the alignment

 We give score for each position in alignment

 Identity (match)                    +1

 Substitution (mismatch)         -µ

 Indel                                     -δ

 Total score: sum of position scores
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Scoring: Toy example

 Consider two sequences with 
characters drawn from the English 
language alphabet: WHAT, WHY

WHAT

||

WH-Y

S(WHAT/WH-Y) = 1 + 1 – δ – µ

WHAT

-WHY

S(WHAT/-WHY) = – δ – µ – µ – µ

34



Representing alignments and scores

- W H A T

-

W

H

Y

WHAT

||

WH-Y

Alignments can be 

represented in the 

following tabular form.

Each alignment 

corresponds to a path 

through the table.
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Representing alignments and scores

- W H A T

-

W

H

Y

WHAT---

----WHY

WH-AT

||

WHY--
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- W H A T

-

W

H

Y

WHAT

||

WH-Y

Global alignment 

score S3,4 = 2-δ-µ
2-δ-µ

2-δ2

1

0

Representing alignments and scores
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Global alignment: formal development

A = a1a2a3…am, 

B = b1b2b3…bn

0 1 2 3 4

- b1 b2 b3 b4

0 -

1 a1

2 a2

3 a3

b1 b2 b3 b4 -

- -a1 a2 a3

 Any alignment can be written 

as a unique path through the 

matrix

 Score for aligning A and B up 

to positions i and j:

Si,j = S(a1a2a3…ai, b1b2b3…bj)
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Scoring partial alignments

 Alignment of A = a1a2a3…ai with B = b1b2b3…bj can end in three possible 
ways

 Case 1: (a1a2…ai-1) ai

(b1b2…bj-1) bj

 Case 2: (a1a2…ai-1) ai

(b1b2…bj) -

 Case 3: (a1a2…ai) –

(b1b2…bj-1) bj
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Scoring alignments

 Scores for each case:

 Case 1: (a1a2…ai-1) ai

(b1b2…bj-1) bj

 Case 2: (a1a2…ai-1) ai

(b1b2…bj) –

 Case 3: (a1a2…ai) –

(b1b2…bj-1) bj

s(ai, bj) = {
-µ otherwise

+1 if ai = bj

s(ai, -) = s(-, bj) = -δ

40



0 1 2 3 4

- b1 b2 b3 b4

0 - 0 -δ -2δ -3δ -4δ

1 a1
-δ

2 a2
-2δ

3 a3
-3δ

Scoring alignments (2)

 First row and first column 
correspond to initial alignment 
against indels:

S(i, 0) = -i δ

S(0, j) = -j δ

 Optimal global alignment score 
S(A, B) = Sm,n
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Algorithm for global alignment

Input sequences A, B, m = |A|, n = |B|

Set Si,0 := -δi for all i

Set S0,j := -δj for all j

for i := 1 to m

for j := 1 to n

Si,j := max{Si-1,j – δ, Si-1,j-1 + s(ai,bj), Si,j-1 – δ}

end

end

Algorithm takes O(mn) time 

42



Global alignment: example

- T G G T G

- 0 -2 -4 -6 -8 -10

A -2

T -4

C -6

G -8

T -10 ?

µ = 1

δ = 2
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Global alignment: example

- T G G T G

- 0 -2 -4 -6 -8 -10

A -2

T -4

C -6

G -8

T -10 ?

µ = 1

δ = 2

-1 -3
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Global alignment: example (2)

- T G G T G

- 0 -2 -4 -6 -8 -10

A -2 -1 -3 -5 -7 -9

T -4 -1 -2 -4 -4 -6

C -6 -3 -2 -3 -5 -5

G -8 -5 -2 -1 -3 -4

T -10 -7 -4 -3 0 -2

µ = 1

δ = 2

ATCGT-

| ||

-TGGTG
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Local alignment: rationale

 Otherwise dissimilar proteins may have local regions of similarity
-> Proteins may share a function

Human bone 

morphogenic protein 

receptor type II 

precursor (left) has a 

300 aa region that 

resembles 291 aa 

region in TGF-β

receptor (right).

The shared function 

here is protein kinase.

46



Local alignment: rationale

 Global alignment would be inadequate

 Problem: find the highest scoring local alignment between two 
sequences

 Previous algorithm with minor modifications solves this problem 
(Smith & Waterman 1981)

A

B

Regions of 

similarity

47



From global to local alignment

 Modifications to the global alignment algorithm

 Look for the highest-scoring path in the alignment matrix (not 
necessarily through the matrix), or in other words:

 Allow preceding and trailing indels without penalty
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- T G G T G

- 0 0 0 0 0 0

A 0 0 0 0 0 0

T 0 1 0 0 1 0

C 0 0 0 0 0 0

G 0 0 1 1 0 1

T 0 1 0 0 2 0

Recursion for local alignment

 Mi,j = max {

Mi-1,j-1 + s(ai, bi),

Mi-1,j – δ,

Mi,j-1 – δ,

0

}

Allow alignment to
start anywhere in
sequences
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Finding best local alignment

 Optimal score is the highest value 
in the matrix

 Best local alignment can be found 
by backtracking from the highest 
value in M

- T G G T G

- 0 0 0 0 0 0

A 0 0 0 0 0 0

T 0 1 0 0 1 0

C 0 0 0 0 0 0

G 0 0 1 1 0 1

T 0 1 0 0 2 0
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Local alignment: example

C T – A A

C T C A A

Scoring (for example)
Match: +2
Mismatch: -1
Indel: -2

Optimal local 
alignment:

24321002420G8

13543000220G7

32465100000A6

31134320000A5

21201240000T4

13001212000C3

02110202000C2

20022000000A1

00000000000-0

ACTAACTCGG-

109876543210
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Non-uniform mismatch penalties

 We used uniform penalty for mismatches:

s(’A’, ’C’) = s(’A’, ’G’) = … = s(’G’, ’T’) = µ

 Transition mutations (A<->G, C<->T) are approximately twice as frequent than 
transversions (A<->C, A<->T, C<->G, G<->T)

 use non-uniform mismatch

penalties collected into a

substitution matrix

A C G T

A 1 -1 -0.5 -1

C -1 1 -1 -0.5

G -0.5 -1 1 -1

T -1 -0.5 -1 1
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Gaps in alignment

 Gap is a succession of indels in alignment

 Previous model scored a length k gap as w(k) = -kδ

 Replication processes may produce longer stretches 
of insertions or deletions

 In coding regions, insertions or deletions of codons may 
preserve functionality

C T – - - A A

C T C G C A A
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Affine gap open and extension penalties

 We can design a score that allows the penalty opening
gap to be larger than extending the gap:

w(k) = -α – β(k – 1)

 Gap open cost α, Gap extension cost β

 Alignment algorithms can be extended to use w(k) as 
follows:

Si,j = maxi’≤i, j’≤j,i'+j'<i+j {
Si-1,j-1+s(ai,bj),
Si',j'+w(j – j'+i-i') 

}

 However, this is too inefficient: O(m2n2).

i

j

i'

j'

max
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 Equivalent result in 
O(mn) time:
 Exercise: Show that 

Sm,n =max(Mm,n,Gm,n) with 
suitable initialization of the tables.

Speeding up affine gap open and extension 
alignment 

Mi,j = max {
Mi-1,j-1 + s(ai, bj),    
Gi-1,j-1 + s(ai, bj)

} 

Gi,j  = max {
Mi-1,j – α,
Gi-1,j – β,
Mi,j-1 – α,
Gi,j-1 – β,

}

M

G

i

j

i
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Demonstration of the EBI web site

 European Bioinformatics Institute (EBI) offers many 
biological databases and bioinformatics tools at 
http://www.ebi.ac.uk/

 Sequence alignment: Tools -> Sequence Analysis -> Align
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