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Abstract

We consider the performance of the TCP congestion avoidance algorithm by de-
veloping the Markovian model of the flow control algorithm, oftenly refered as
Additive Increase Multiplicative Decrease. Analytically, we evaluate the steady
state distributions of the congestion window size and the throughput. Further
processing of the distributions yields moment of any degree i.e. expectation,
variance, quantiles and other important performance metrics. Our model covers
a wide range of networking environments. It relaxes several important restric-
tions presently accepted in analytical studies of TCP. Besides strict application
in design and engineering, the model states usability bounds for simple estima-
tions of the average TCP throughput. The paper includes a set of numerical
examples that illustrate the scope of the model and state important properties
of congestion avoidance. Our results are validated by experimental analysis.
The values generated by the model are compared to that demonstrated by TCP
connections in an emulated network environment and by other published models
as well. The model demonstrates high stability and good agreement with the
experiments.
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Chapter 1

Introduction

The majority of flows, packets and bytes that travel over the Internet are con-
trolled by the TCP protocol at the transport layer. Significant efforts have been
directed towards developing models for analytical evaluation of TCP through-
put. Analytical models enable the analysis of the performance behavior of ex-
isting protocols and the design of new protocols. An analytical model binds
network parameters with protocol performance metrics to improve the under-
standing of the protocol sensitivities. Furthermore, an analytical model allows
one to predict the bounds of the protocol performance on one environment and
compare it to another environment. Quality of Service (QoS) prediction and
management may be enhanced by using analytical models, such that the mod-
els become powerful tools for planning and traffic engineering. Regardless of the
area of application of analytical modeling, there is a potential to save significant
amounts of time, resources and effort in comparison to simulation tools.

We investigate the throughput of TCP congestion avoidance, which is often
classified as an Additive Increase Multiplicative Decrease (AIMD) algorithm.
The development of a throughput model for AIMD is important since a stable
TCP connection spends most of its lifetime within the AIMD phase. Our eval-
uation comes from a sender’s point of view to understand the rate that a TCP
sender injects segments to the network. The model does not consider short TCP
connections.

As a result of our investigation, we developed a Markovian model of TCP
congestion window size and congestion avoidance throughput. Our new model
yields several important new results concerning TCP congestion avoidance be-
havior:

e We obtained the steady state distributions of the AIMD congestion win-
dow size, cwnd, and congestion avoidance throughput (T 4).

e These distributions allow us to calculate not only the average throughput
of a connection, as has been done in some recent studies [AAB00, BH00,
Flo99, MSMO97, PFTKO01], but also its variance, moments of higher de-
gree, quantiles, and interval estimations. This provides complete informa-
tion concerning congestion avoidance behavior in a particular networking
environment.
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e Our model establishes quantitative dependence between the protocol per-
formance metrics and the characteristics of the networking environment
in which the protocol is implemented (e.g., segment loss probability and
round trip time (RTT) distribution).

e Several studies have obtained estimations of TCP average throughput or
its upper or lower bounds. All have restrictions on their applicability,
which are not determined exactly since the bounds will vary depending on
the properties of the networking environment. In addition to the deriva-
tion of the expectation of congestion avoidance throughput, our model
provides the foundations for using simple estimations of average TCP
throughput and may establish bounds of their applicability.

Our model provides complete characteristics of TCP congestion avoidance
behavior and incorporates the probabilistic nature of the networking environ-
ment. It provides a new, powerful tool for planning and design of the TCP based
transport layer, including issues of QoS. Our approach relaxes several important
restrictions accepted in most of analytical TCP models:

e The model includes RTT variability. RTT is considered to be a random
variable described by its distribution function;

e The model of cwnd size and throughput never exceeds their natural limits,
which are parameters of the model;

e The model is valid for high and low bandwidth links, since it does not use
“round” modeling (see details in [PFTKO01] or Section 2 in this paper).

e RTT and segment loss probability may (or may not) depend on the con-
gestion window size.

Restrictions that we relax become parameters of the model. This feature
makes the approach highly flexible and applicable to a wide range of network
environments. Detailed discussion of the modeling assumptions is given in Sec-
tion 3.

All results, including the distributions mentioned above, are obtained in
explicit analytical form. We have developed an algorithm that provides fast
calculation of the cwnd distribution with linear complexity.

Our analytical results are validated by using observations of experimental
TCP connections in an emulated network environment. In addition, we compare
our model with other highly referenced models of congestion avoidance [Flo99,
PFTKO1]. The average TCP throughput provided by the model demonstrates
high stability and good agreement with the experimental data (relative error
within 5%-15% for certain experimental metrics).

The paper is organized as follows. Section 2 contains the formulation of the
congestion avoidance throughput (T¢4) model. Related work and a comparison
between our T¢ 4 model and related work are discussed in Section 3. Section 4
presents an evaluation of the cwnd distribution and Section 5 evaluates the T4
distribution. Several numerical examples are presented in Section 6, including
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an analysis of the behavior of To 4, QoS and the dependence of the expected
congestion avoidance throughput on RTT variability, sender’s link capacity and
the receiver window size. A presentation of the model validation is given in
Section 7. Section 8 provides general conclusions and a discussion of the devel-
oped methods. The paper contains 14 illustrations that (except one) are placed
in Appendix A. Appendix B presents validation results. Appendix C contains
details of the congestion window size distribution derivation.



Chapter 2

TCP Congestion Avoidance
Algorithm Modeling
Assumptions

2.1 Basic assumptions

First we formulate the assumptions of our model.

e We only consider the AIMD portion of TCP congestion control. That is,
the congestion window, cwnd, increases by one segment per RTT if no
segment is lost. When the loss of a TCP segment is detected at the sender
because it has received three identical ACKs from the receiver, then cwnd
is reduced by one-half. No retransmission is considered.

e Segment losses occur according to a segment loss pattern. The segment
loss pattern is defined by the distribution of the number of segments sent
in succession between two consequent loss indications. Our assumptions
allow any memoryless segment loss pattern. The memoryless property
of the segment loss pattern means that the probability of “n consequent
segments are delivered to the receiver’s host” does not depend on how
many segments have been delivered in the past (in virtual time), where
“past” starts at the closest loss indication.

For example, the Bernoulli scheme (or Bernoulli segment loss pattern) is
memoryless. Let’s denote p as the segment loss probability. The proba-
bility to deliver any particular segment is (1 — p), 0 < p < 1. It does not
depend on whether previous segments were delivered.

We do not specify the reasons for losses. These may be due to congestion
or link error. The model requires that the segment loss pattern remains
unchanged over real time (or with the sequence number). However, the
segment loss pattern may depend on the congestion window size, cwnd.

In the case of congestion losses, note that congestion avoidance requires
the protocol to decrease its window size at the first notification of possible
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congestion. This means that in terms of the model, the protocol intends
to prevent changes of the segment loss pattern.

When heavy congestion is present, the loss events are likely to become
correlated. In the case we expect that a connection experiences multiple
timeouts. Hence, the connection reduces its cwnd to one, its throughput
degrades, and the connection spends little time in the congestion avoidance
phase. We do not treat this case of heavy congestion.

We also include in our model the sender’s link capacity as a parameter.
TCP usually has a virtual link that buffers the segments sent. Therefore,
TCP itself usually does not “feel” the limit of available capacity directly.
Nevertheless the restriction is important for the following reasons. Let us
suppose that the RTT is constant and equal to one time unit. If there are
no losses, then cwnd increases by 1 each RTT. If we start from cwnd =1,
then during n rounds TCP sends

142+ +n= % (n® +n)

segments. Since RTT is 1 time unit, then n RTTs take n time units,
which means that amount of data sent is a quadratic function of time.
This relation never takes place in any real network because it requires an
infinite network capacity. In practice, TCP reaches the link capacity with
quadratic speed, then remains at the link capacity until the next segment
loss is indicated. Hence, the actual number of data segments sent is linear
or smaller than some linear function of time.

Since the configuration of the end-to-end path as well as the capacity avail-
able to the connection are assigned randomly, they are difficult to predict.
In most cases we cannot even characterize them by the distribution func-
tion. The distant bottleneck informs the TCP sender about its capacity
by dropping segments and hence participates in the model through the
segment loss pattern.

Throughput cannot be higher than the sender’s link capacity, which is a
natural limit. We consider this restriction for our model when we analyze
throughput from the sender’s point if view. Nevertheless in many cases,
this is a very rough estimation. If one can derive the bottleneck capacity
of the end-to-end path, then it may replace the sender’s link capacity.

The maximal window size is restricted by some given value. It may be the
receiver advertised window size (rwin) or any other restriction, as well.

From this set of assumptions we derive the distribution of cwnd and conges-
tion avoidance throughput as functions of the segment loss pattern, the RTT
distribution function, the maximal window size and the sender’s link capacity.

There are several restrictions accepted in most T4 models that are not

included in our model. The most important one is “round” modeling [CSA00,

'For example high bandwidth-delay networks provide their own restrictions [LM97].
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YRO01, Flo99, MGT98, MSMO97, PFTKO01, SKV01, SKVPE(O1]. The “round”
assumption means that the TCP sender is assumed to transmit all segments
falling within the current window back-to-back and then waits for the first ac-
knowledgment for one of these segments. This ACK starts a new “round,” i.e.,
the TCP sender transmits the next window back-to-back. Although this ap-
proximation in some sense contradicts the sliding window algorithm, it might
be acceptable when the sender’s link rate (the time needed to pass one segment
to the network) is much smaller than RTT. This model is not suited for slow
links (or small RTT’s). Moreover it has effects on the limiting behavior of the
resulting formulae (i.e., the T4 thus computed tends to infinity for small loss
probabilities even for a deterministic segment loss pattern).

Since we do not model recovery and retransmit algorithms, we do not require
special assumptions on how the lost segments are distributed inside the round.

2.2 Parameters interdependence

Let us examine the interdependence between three key characteristics of the
process, which are the segment loss pattern (or segment loss probability), cwnd
and RTT. Consider the following example.

Let the network bottleneck capacity be much smaller than the sender’s link
capacity. Hence the TCP sender increases cwnd and its flow rate. Soon it over
utilizes the bottleneck capacity. If the bottleneck device has significant buffer
space, then the queueing component of RTT increases and creates dependence
between the window size and RTT (i.e., a larger cwnd causes a larger RTT, and
vice versa). If there is no buffer space at the bottleneck, then a larger cwnd will
cause larger segment loss probabilities.

We provide examples in our analysis that show the shape of cwnd size distri-
bution when segment loss probability depends on the size. Our model allows a
dependence of RTT distribution on cwnd. However, it does not allow a depen-
dence of the segment loss pattern or RTT distribution on time (real or virtual).



Chapter 3

Related work

There has been extensive research on TCP modeling, of which we present a
selection of the research. Cardwell, et al. [CSA00] is a good starting point,
although it does not include several recent papers. The motivations of much
research have been to understand the impact of network and protocol prop-
erties on data communication performance [AAB00, ABBC, BH00|. Another
important motivation is an attempt to distinguish between TCP-friendly and
unresponsive best-effort flows with the aim to quantify the notion of TCP friend-
liness [YRO1, Flo99, MGT98, PFTKO01]. Efforts of several researchers yield ex-
pressions for TCP throughput expectation or its estimations (most of them are
upper bounds). Another class of the models [CSA00, SKV01, SKVPE(1] deal
with short TCP connections that slightly suffer from segment losses.

Note that the expected value of a single random variable does not provide
enough information for understanding TCP behavior. The outcome of a single
random experiment is restricted only by the natural bounds that are implied by
the experimental formulation. The throughput of a single TCP connection lays
between zero and the bottleneck (or the sender) capacity. Any estimation placed
between those natural bounds must be associated with the probability that
expresses “how often” the estimation (including the expectation) is represented.
It means that the constructed bound needs to be extended by the probability
associated with it.

We consider the steady state behavior of congestion avoidance. We provide
for the first time a complete set of characteristics of its behavior in the form
of the cwnd distribution and the T4 distribution. Further processing of the
Tca distribution yields its multiple important metrics, including expectation,
standard deviation, QoS, and interval estimations.

The assumptions we make in our model compare with the assumptions made
in the related work in the following ways:

e The restriction on the set of TCP algorithms under analysis by our model
(i.e., the AIMD algorithm) is accepted in most investigations. In many
cases only congestion avoidance is selected [F10o99, MSMO97]. In several
works [MGT98, PFTKO01], timeouts are included in the model and oth-
ers [CSA00, YRO1, SKVO01] consider the slow start phase. Nevertheless
these models accept other types of the restrictions that are relaxed in our
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study and will be detailed below.

o Most models use strong restrictions on the segment loss pattern. Several
use a deterministic segment loss pattern, which means that the number
of segments delivered between a consequent loss indication is fixed as a
deterministic variable [F1099, MSMO97| or the different loss scenarios are
determined itself [ABBC, LM97, SKVPEO1]. Many researchers accept
the Bernoulli scheme [YRO01, LM97, NHYKOO01, PFTKO01]| with the fixed
parameter. Misra et al. [MGT98] interprets segment losses as a Poisson
flow (that is a limited version of the Bernoulli scheme) and Sikdar et
al. [SKVPEO(1] use a uniform distribution.

Several latest studies implement more generalized approaches. Baccelli
and Hong [BHO0] propose a framework that describes in detail the partic-
ular segment loss pattern (deterministic or random) in a generic manner.
Altman, et al. [AABOO] introduce the most general approach describing
segment losses by a general stationary ergodic point process over real time.
The last is closest to our approach because the defined segment loss pat-
tern becomes a parameter of the To4 model. Hence, the same baseline
model covers a range of networking environments.

Our model accepts any memoryless segment loss pattern defined in terms
of segments over virtual time. We do not specify reasons behind the losses
in the pattern in detail by the argument we discuss above. The memoryless
restriction covers many practical patterns and keeps the model tractable.
Also, some non-memoryless patterns may be transformed to memoryless
patterns. The segment loss pattern defined in our model allows depen-
dence on the congestion window size cwnd.

o Restricted maximal cwnd size wmqy is implemented in some of existing
models [ABBC, BH00, CSA00, LM97, SKV01]. Some ignore it [YRO1,
MGT98]|. Therefore, the deterministic segment loss pattern naturally im-
plies the restriction. Most models accept that a random segment loss
pattern treat cwnd as unrestricted. The restriction is set as an extension
of the baseline model in studies [AAB00, PFTK01, SKVPEO(1].

e RTT is considered a constant value in most research. Our model treats
RTT as a continuous random variable characterized by its distribution.

e With regard to the issue of limits on T4, we mention two approaches that
have dominated recent studies. The first is typical for TCP performance
modeling research that concentrates on the properties of the TCP algo-
rithms. This analysis usually only partially relates to the properties of the
environment in which TCP operates. Therefore T 4 is either unlimited or
limited by the maximum cwnd value. The available network capacity is
not considered in works [AAB00, Flo99, MSMO97, NHYKOO01, PFTKO01,
SKVPEO1].

The second approach mainly concentrates on the properties of the end-to-
end path, and combines them with some model (may be a rough estimate)
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of the protocol. For example, see [ABBC, BH00, LM97, SH01, WJ00].
Under this approach the network capacity itself is an object of the model
and therefore the throughput is bounded by the model. Those studies
focus on the behavior of multiple TCP connections or the bottleneck queue
with TCP generated arrivals.

Nevertheless, it is extremely difficult to predict the end-to-end path that a
TCP connection (or family of TCP connections) will traverse. Moreover,
the end-to-end path may change during the connection lifetime. Therefore
we introduce in our model a value that expresses an upper limit of Tog
and thus integrates characteristics of the network. The same is applied to
the segment loss pattern (or segment loss probability).

The limit makes the model realistic and allows model layering. The net-
work capacity limit as well as the segment loss pattern might be obtained
through other models of the network. (An example of this approach is
given in [REV01].) The sender’s link capacity provides the simplest, al-
though a rough estimate of the bottleneck link.



Chapter 4

Distribution of the cwnd size

Under our assumptions, the sequence of cwnd size w used by a consequent
rounds forms a Markov chain. Its transition probabilities are defined by the
segment loss pattern. Let us denote g* the probability that more than i seg-
ments are successfully delivered in succession and g; the probability that less
than ¢ segments are delivered (i.e., some of those i segments were lost). A sim-
plified fragment of the Markov chain transition diagram is shown at Figure 4.1.
Based on this interpretation we built the Kolmogorov equation corresponding
to the Markov process and have obtained its solution in explicit analytical and
recurrent forms.

2w
‘1’9211)
gw—l gw
w—1 —— w -— w+1>
‘ng
w/2

Figure 4.1: The simplified fragment of transition diagram.

The recurrent form allows us to design a fast algorithm that calculates the
solution of the Kolmogorov equation from the given set {gi,g’};.u:";”, where
Wmaz 1S TWIn or another cwnd restriction. The solution is the distribution of

cwnd size

w; = f(gi,gi), 1=2... Wnaz (4.1)

The algorithm has O(wmqz) complexity?.

Note that the distribution constructed is discretized by rounds (is round-
wise), i.e., the corresponding random process is embedded by the ends of each
round. We are considering TCP throughput over real time and therefore the
distribution needs further transformation. First we pass the moments that the
segments were sent to the distribution (i.e., we consider the consequence of cwnd
sizes each TCP segment was sent — segment-wise). Under this formulation the

!The algorithm implemented on a desktop computer finds a solution for rwin = 10000
within a second. Most typical values of rwin in the Internet are about 128 segments.
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larger windows live longer than the shorter ones. We have derived the multiplier
that allows the calculation of the segment-wise distribution from the round-wise
distribution. The relation between the segment-wise cwnd distribution and that
over real time states Theorem 1 and Theorem 2 in the Appendix C.



Chapter 5

Distribution of the throughput

Let t9 be the time that the TCP sender needs to inject one segment to the
network. Tc 4 depends on the relation between wty and RTT!. If wty > RTT
then T¢ 4 is equal to the sender’s link capacity because when the ACK for the
first segment of the round arrives, TCP (or its virtual link) still has segments to
send and each ACK slides the window. If wty < RTT then Tca is T = w/RTT.
When the whole window has been sent, the sender waits for an ACK. Therefore,
the segments are sent ACK-clocked.

Let us consider the second case in detail. We denote Ry (x) as the distri-
bution function of RTT, which may or may not depend on w. We also denote
the sequence {w;};-%*" where w; = Pr(w = 4). Since T = w/RTT, we must
consider all those w and RTT such that their relation gives 7Ty and sum their
joint probabilities to calculate the probability of T4 at the particular value Tj.
We have set w as an independent random variable and RTT may depend on it.
Therefore

Pr(RTT ) = W (5.1)
and
Pr(RTT Uw) = Pr(w)Pr(RTT|w)
If RTT is independent on w then Pr(RTT|yw) = Pr(RTT) and
Pr(RTT Uw) = Pr(w)Pr(RTT)
The throughput distribution function is defined as
T(z) =Pr(T < z) =Pr(w=2)Pr(RTT > 2/z) + (5.2)

B = e PRI > s 2)

!This relation also appears in [LM97].
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or, rewritten as

T(z) = wf: o (1 R (é)) _ (5.3)
13 iR, (%)

1=2

Formula (5.3) is true if z < L, where L = 1/t is the sender’s link capac-
ity and T'(L) = 1. Therefore, the following steps are needed to calculate the
performance metric of T4

1.

2.

Define wp,q; and segment loss pattern.

Calculate cwnd size distribution {w;};7%**. With the aim one must define
collection {g;,g'}, find the distribution of equation (4.1), transform it to
the packet-wise distribution and then apply Theorem 1 or apply Theorem
2 directly to the segment-wise distribution. (See Appendix C for details).

. Define R,(z), the distribution of RTT. The shape of the distribution

might be set according to the environment properties as well as empirically
derived from observations. If RTT depends on the cwnd size, then the
Ry, (x) distribution should be defined for each value of cwnd.

. Construct the distribution of equation (5.3).

. Calculate the necessary metrics (i.e., moment, quantile etc.) from the

distribution of equation (5.3).



Chapter 6

Numerical examples obtained
on the base model

We present in this section several examples of the evaluation of TCP character-
istics based on the model presented above. All figures referenced in this section
are presented in Appendix A. The examples demonstrate the scope of the model.
The model lets one analyze a wide range of T4 characteristics, including not
only T¢ 4 expectation, but its variance and other moments, quantiles, and inter-
val estimations. It also lets us establish quantitative functional dependencies of
those metrics on the parameters of the networking environment and considers
their variability. Several figures show how the expectation and the variance of
RTT affect T4 expectation and variance.

For several examples RT'T is specified to be distributed according to a normal
distribution function with expectation 60 ms and a standard deviation of 30 ms.
The values and the shape of the distribution are set arbitrarily for the purpose
of the example and are not due to model restrictions. Other parameters of the
RTT distribution are clearly given in the legend of the correspondent figures. We
use the Bernoulli scheme as the segment loss pattern. For most of the examples
the segment loss probability p is constant. Nevertheless it depends on cwnd for
several examples.

6.1 Congestion window size distribution

Figures 8.1-8.4 present the cwnd distribution for rwin wpmez = 120 segments
and p = 0.00045, p = 0.0006, p = 0.001 and p = 0.0045, respectively. Here
p is the probability of segment loss detection. For this section all numerical
presentations are obtained using the algorithm mentioned in Section 4.

The figures demonstrate three basic types of the cwnd behavior. For small
values of p, cwnd is likely to reach wp,q; and stay there for a long time. This
creates a peak at wy,q,. If a segment is lost at cwnd=wy, 4., then cwnd is halved
and this creates another smaller peak of the distribution at Wy /2.

If p becomes larger, then cwnd demonstrates unstable behavior and fluctu-
ates around a large range of sizes. Therefore the distribution loses its maximum
(local or global) at wy,qz;. The shape of the distribution depends on the relation
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between wy,q, and p. As wye; becomes larger, then p must be smaller to enable
a stable cwnd. For values p > 0.1, the distribution is concentrated in the area
of small windows (less than 10 segments) and hence w4, > 10 does not affect
its shape.

Figure 8.5 presents the cwnd expectation and a standard deviation as a
function of p for wy,e; = 70. For each value of p we have calculated the cor-
responding cwnd distribution and then its expectation and standard deviation.
The expectation crosses the y axes at wpq,. Our calculation shows that the
cwnd standard deviation depends very slightly on wyq;. It has a maximum
between p = 0 and p = 0.05. Obviously the standard deviation must be zero
for p & 1 or p = 0 and it is nonzero between these two points. Therefore, it
has at least one maximum as a function of the segment loss probability. The
maximum corresponds to the case of cwnd fluctuating around a wide range of
values.

Figure 8.6 shows different cases of dependence between p and cwnd. We in-
troduce a multiplier «, which defines the degree of the dependence. We suppose
that p depends on the cwnd size w as p(w) = a™q, where 0 < ¢ < 1 is some
initial value of the segment loss probability. The distribution of Figure 8.6 is
obtained for a > 1.

The case of 0 < a < 1 looks rather theoretical, although it is not beyond the
scope of this model. We cannot provide an example of the corresponding envi-
ronment. The case of a > 1 might be provided by the environment that cannot
properly process incoming segments at a particular arrival rate (see Section 2.2).

6.2 Expectation of throughput

Here we present the expectation of T¢ 4 (identified as ET) as a function of p for
different environments. We have used the procedure described in Section 5 for
the calculations.

Fig. 8.7 shows ET for wp. = 70 and different sender’s links, i.e., 100
segments per second (segs/s), 200 segs/s and 500 segs/s. Fig. 8.8 shows ET
for link capacity 1000 segs/s and different wpqag, i-€., 20, 40, 60. Note that for
p > 0.03, the parameter wy,q; does not affect T4 since large windows are never
reached.

The presented model of T4 never exceeds the given link capacity. Our re-
sults show whether T4 utilizes the link capacity for the given combination of
Wmayz and RTT distribution. These and similar figures let us design and/or ex-
ploit the protocol and the environment more efficiently since they bind network
parameters and the maximum of reachable throughput.

We also mention that the expectation of cwnd and ET have the same shape.
Characteristics of T4 are highly determined by its cwnd size. This feature
highly correlates with practical experience.

Figures 8.11 and 8.12 illustrate the influence of RT'T distribution parameters
on the expectation and standard deviation of T 4. Both figures are generated
using Wpqer = 30 segments and the sender’s link capacity at 300 segs/s. As
expected, an increase of RTT decreases the expected Tc4 and an increase of
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the RTT standard deviation increases T4 for all significant p. The impact of
retransmitted segments is believed to be negligible.

6.3 Standard deviation of the throughput

The deviation of T¢ 4 plays a significant role as it shows the stability of a connec-
tion and may be crucial for the QoS. Our investigation shows that the variance
of cwnd and the variance of RT'T mainly contribute in the variance of T¢ 4. Like
the cwnd deviation, the To 4 deviation may have a maximum in the same range
between p = 0 and p = 0.05, but it may also demonstrate monotonous behavior.
This happens if RT'T is large and highly variable, and the sender’s link is fast or
cwnd is small enough and cannot utilize the link. In these cases the impact of
RTT on deviation increases. Therefore, to decrease the deviation for a fast link
one must not only decrease the segment loss probability but also increase wy,q;-
Our model provides not only qualitative but quantitative analysis, as well.

Figures 8.9 and 8.10 present the standard deviation of Tc4 as a function
of the segment loss probability p. Figure 8.10 shows the T4 deviation for
the same link capacity 550 segs/s and a different wpqz, i-€., 30, 50 and 70
segments. Figure 8.9 shows the T4 deviation for different links, i.e., 100, 200
and 300 segs/s and wy,q; = 50 segments. One may see that the deviation
reaches significant values (about 1/3 of expectation) at peaks. Note also that
for 0 < p < 0.05, slight changes of p lead to significant changes of T 4 deviation
and may have a crucial effect on the QoS, which can be predicted using the
model.

6.4 Quality of Service.

The Te4 model may be used to characterize QoS of a network environment.
Probabilities that Tcy4 is above and below a given level (e.g., half of the link
capacity) are shown in Figure 8.13. These values might be also used to con-
struct the probability that Tc4 lays between certain bounds. The lines cross at
probability 0.5 and their sum is always equal to 1. As Figure 8.13 shows, slight
changes of p may have significant effect on the QoS for p < 0.05. The presented
model provides quantitative analysis of the phenomena.
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Validation of the model

We validated our model of the expected value of Toa using a TCP network
emulator. We do this because the expected value of T 4 is an easily observable
metric and many TCP analyzing tools provide the corresponding values. In
addition, the expected value of T 4 lets us compare the results provided by our
model with other models that analyze average TCP throughput. Therefore, we
compare values of average throughput provided by our and two other models
with values derived experimentally.

7.1 Arrangement of the experiments

The experiments were conducted on Seawind [KGMSARO1], the real-time soft-
ware network emulator running on Linux developed at the Department of Com-
puter Science of the University of Helsinki. Seawind enables measurements of
protocol implementations with parameters that the analyst may manage. Sea-
wind intercepts the traffic flow between the client and server hosts. Then, the
desired link characteristics are emulated by delaying, dropping and modifying
packets in the flow.

The link is modeled as a direction specific channel that is maintained sepa-
rately for the uplink (from sender to receiver) and the down-link (from receiver
to sender). Packets that arrive at the emulator are placed into the input queue,
which may be interpreted as a router queue and thus inspects the effect of con-
gestion based losses. The link behavior is simulated by the number of consequent
delays (i.e., transmission and propagation delay in our case) and transmission
errors. Therefore, it allows us to study the combination of congestion losses and
link error losses.

Nine sets of experiments were conducted. The first of them contains ten
connections and the remaining contain three connections. As a result, we have
analyzed 35 TCP connections. For all connections we have set a propagation
delay of 200 ms. The input queue holds three packets with a drop tail queue
management policy. Transmission errors on a link were evaluated on a per-
packet basis in the drop mode, which means that after a transmission error the
corrupted packet is dropped.

For the first set of tests (we note it as 1) we used a link rate of 28800 bits/sec
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for both directions, a packet transmission error probability of 0.005 and a MTU
of 296 bytes. The next three sets (2 — 4) were conducted with the packet
transmission error probabilities of 0.025, 0.005 and 0.0025, respectively. The
remaining five sets (5 — 9) were conducted with the link rate of 0.5 MBits/sec
for both transfer directions and an MTU of 576 bytes. The packet transmission
error probabilities were 0.025, 0.005, 0.0025, 0.0005 and 0.00025. A bulk transfer
workload was generated using the ttcp tool [SRHI0|.

Seawind provides filter logs, which shows the relevant protocol information
about the segments injected to to the network. The output of the logs is compat-
ible to output generated by tcpdump [JLM97]. The log-files created by Seawind
were analyzed by the teptrace tool [OS]. We extracted RTT samples and set of
the values characterizing connection behavior from the log-file.

7.2 Processing data

The following parameters must be estimated using empirical observations to
calculate the Toa expectation: segment loss probability, RT'T distribution, re-
ceiver advertised window and sender’s link capacity. The last one is determined
exactly as an emulation parameter and the receiver advertised window is given
explicitly in the tcptrace report.

There are several possible estimations of the segment loss probability. The
natural estimation is the relation between the number of lost segments and the
total number of segments sent. The number of triplicate acknowledgements
in most cases provides the lower bound of the number of lost segments, espe-
cially if several segments are lost in a row or if a timeout occurs. Nevertheless,
the number of the retransmitted segments in most cases overestimates number
of lost segments due to unnecessary retransmissions under the cumulative ac-
knowledgments scheme. Moreover segments might be lost during retransmission
and hence retransmitted several times. This number may provide the best es-
timate when using the TCP SACK option (Selective Acknowledgements). For
our study we specify the number of loss segments as a value between the number
of post-loss ACKs and the number of the triplicate ACKs.

Rigorously, the RT'T distribution function is continuous just as time is a
continuous variable. In practice, we typically use piecewise distributions. We
know that RTT may not be smaller (or larger) than some natural bounds and
hence its distribution must have breaks at those points. Fitting a piecewise
function to observations is a rather complicated problem. Using a continuous
function for piecewise data creates computational errors that contribute to the
Tca estimation. For those reasons we use an empirical distribution and use
frequencies built from the base of RTT samples as a cdf and pdf of RTT.

There exist a large variety of TCP implementations. The properties of a par-
ticular implementation may be out of the scope of the documented requirements
or even strictly contradict them. This certainly creates significant difficulties for
modeling. In our experiments we used a Linux implementation of TCP. Follow-
ing IETF requirements, Linux TCP tries to avoid burst. With that goal, it
drops cwnd to 2 segments if the pointer of the left bound and the pointer inside
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the sliding widow coincide. This feature has a significant effect on cwnd. In
most cases for the T¢ 4 evaluation we used a round-wise distribution that is
stochastically “smaller” than the true one. Three connections from our series
of experiments did not implement this feature and they are calculated with the
true cwnd distribution.

7.3 Results of data analysis

We present our results using a series of tables. Table 7.1 is given below and the
remaining are placed in Appendix B. We consider several metrics to character-
ize the throughput of real TCP connections, which will be compared with the
model’s value of throughput of congestion avoidance. These are

e Average throughput ATp. The value is provided by the tcptrace tool

ATp = Total data delivered

Elapsed time
This metric is the classical one.
e Sender’s data transfer throughput ATpXmit

AT X mit (Unique bytes sent + Retransmitted data bytes)
pAMIL =

Data transfer time
This metric counts all data sent by the TCP sender over real time cleared

from handshaking and other additional procedures.

e Throughput “without timeouts” NoTOTput

Average cwnd

NoTOTput = ——————
oTOTpu Average RTT

If the TCP connection is not idle and cwnd is small such that it does not
reach the sender’s link capacity, then the connection sends w segments
during one RTT and therefore its throughput is

o w
 RTT

If cwnd and RTT are independent, the Tc 4 expectation is
E(T) = E(w) + E [ —
- R RTT

Since the function 1/z is convex, according to the expectation properties

1 1
- <E(-—=
E(RTT) — RTT
and hence for connection activity periods

E(w)
ET) 2 gmrm
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This metric defines the throughput that the connection could have if there
were no timeouts or other kinds of delays. Therefore, it is closer to Tc 4.
The error provided by the metric increases when the TCP connection
throughput approaches the link capacity, which is the case that breaks the
round modeling assumption. Under the “round modeling” assumption, the
following relation takes place ATp < ATpXmit < NoTOTput.

We used three models of TCP throughput to compare results with the ex-
perimental data and with each other. Values provided by our model are marked
ET. FF is Tcy estimation from Floyd and Fall [Flo99], and PFTK is Tca
estimation from Padhey et al. [PFTKO1]. The estimations that are larger than
the maximum link capacity are marked by bold font.

The sets of tests are marked by numbers and the link rates and packet
transmission error probabilities are given in titles of the tables. Connections
inside one replication set are marked by a dual number. Each connection lists
two strings in the table. The first one presents absolute values and the second
one gives relative error in percents between E7T and the three experimental
metrics. Values calculated with the true cwnd distribution are marked with an
asterisk symbol.

The experiments show that our model has the best accordance with the
NoTOTput metric when it approaches T 4. The other two experimental metrics
demonstrate variable accordance that depend on experimental conditions. For
the ATp metric, 22 observed connections have relative error within 0%-20%,
10 are between 20%-35% and three connections have relative error approaching
50%.

We see that the estimation of ET is never significantly worse than FF and
PFTK. In addition, ET demonstrates very reliable and confident behavior. For
the sets 6 — 9 (Tables 8.5 — 8.8 of Appendix B), all three estimations differ
only slightly. Here rwin of 64 segments is almost never reached due to the high
packet loss probabilities. Even if it is reached, it happens at the slow start phase
but not in congestion avoidance. At the same time the throughput reached by
the connections is far from the link capacity. Therefore, we have the case of
an unrestricted window size and pure “round” modeling accepted for FF and
PFTK. All three models provide very close results.

In set 5 (Table 8.4 of Appendix B), due to the small packet loss probabil-
ity congestion avoidance reaches and spends most of its time at the receiver
advertised window. Therefore our model provides the best estimation. The dif-
ference grows with a reducing packet loss probability since FF and PFTK tend
to infinity in this case.

The ET estimation also demonstrates very good properties in sets 1 — 4
(Table 7.1 and Tables 8.1 — 8.3 in Appendix B). Its relative error with the
NoTOTput metrics stays within 10%. It is within 5% in most cases. At the
same time for the sets 1, 3 and 4, FF and PFTK provide useless results since
their numbers are larger than the maximum link capacity. Hence the capacity
itself provides a better estimation than FF and PFTK.

Several test expose properties of FF and PFTK estimations, which are gen-
erated by considering RTT as a constant value. We used the mean of RTT sam-
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Link rate 28800 bits/sec (14.118 segments//sec).
Set 1. Packet transmission error probability 0.005.

N | ’Classical’ Sender’s | Throughput || Our model | Other models
throughput | throughput | without TO ET FF PFTK
ATp ATpXmit | NoTOTput
1.1 11.33 11.56 12.03 12.02 15.50 | 15.34 segs/s
6.15% 4.02% 0.06%
1.2 10.46 10.62 12.22 12.01 14.89 | 14.69 segs/s
14.85% 13.12% 1.73%
1.3 11.51 11.69 12.01 11.72 14.95 | 14.82 segs/s
1.85% 0.28% 2.43%
1.4 9.48 9.66 11.56 11.96 14.85 | 14.63 segs/s
26.17% 23.85% 3.42%
1.5 10.71 10.85 11.85 11.32 13.06 12.91  segs/s
6.66% 4.94% 6.23%
1.6 10.04 10.20 11.42 10.71 10.84 | 10.69 segs/s
6.70% 5.00% 6.20%
1.7 10.33 10.54 11.83 11.85 14.39 | 14.19 segs/s
14.68% 12.40% 0.14%
1.8 10.6 10.78 12.01 11.64 15.72 | 15.51 segs/s
9.72% 7.92% 3.09%
1.9 11.65 11.88 12.18 12.58 17.97 | 17.83 segs/s
7.95% 5.93% 3.30%

Table 7.1: Experimental and modeling T4 (Absolute values and relative error).
Values exceeding the bandwidth capacity are marked by bold font.
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p FF ET, rwin=10 | ET, rwin=40 | ET, rwin=80
0.9 1.90 3.72 3.72 3.72
0.5 2.55 3.73 3.73 3.73
0.1 5.70 7.21 7.22 7.22
0.05 8.07 9.99 10.33 10.33
0.01 18.03 14.79 24.01 24.01

5%x1073 | 25.51 15.56 34.05 34.31
1073 57.04 16.17 55.49 71.50
5%x10~* | 80.66 16.26 59.60 87.55
10~ 180.38 16.32 62.99 103.79
107° 570.41 16.34 63.76 107.46
1076 1804.00 16.34 63.83 107.75
1077 5704.00 16.34 63.84 107.79
10~% | 18040.00 16.34 63.84 107.79

Table 7.2: Models comparison. Throughput units are segments/sec.

ples for their RT'T parameter since there is no other recommendation available.
The effect appears very clearly for connection 3.1, 4.1 and 5.1 (Tables 8.2, 8.3,
and 8.4 in Appendix B). Here RT'T samples have outliers that have a large value.
This population significantly shifts the RTT mean and hence unexpectedly re-
duces the FF and PFTK estimations. Note that the estimation provided by our
model stays stable in all those cases since it accounts for all RTT values with
their frequencies. This effect also keeps estimations of FF and PFTK under the
link capacity in set 2 since there are RTT frequencies that look like two-“hump”
functions.

Table 7.2 provides further comparison of the FF (model of [Flo99]) and ET
(our model) estimations. It contains T4 expectation values for rwin 10, 40 and
80 segments and a maximum link capacity of 115 segs/s.

We have demonstrated that if the connection satisfies the restrictions of [Flo99]
and [PFTKO1]|, all three models provide very close results. Obviously estima-
tions of FF and PFTK are computationally simpler than ET. However, usability
of simple T 4 estimations varies. Our analysis shows that the same packet loss
probability may or may not fit this area of usability, which depends on the net-
work environment under analysis. Therefore, our model provides an apparatus
to use a simple average throughput estimation and to discover bounds of their
correctness for the particular implementation.
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Conclusion and discussion of the
results

We developed an analytical Markovian model of TCP AIMD congestion avoid-
ance throughput. The model yields the distribution of the congestion window
size and congestion avoidance throughput (T¢a). Further processing of the
distribution provides multiple metrics of T¢ 4, including its expectation, vari-
ance, other moments, and interval estimations. The distributions are obtained
in explicit analytical form. We also obtained the recurrent expression for the
congestion window size distribution. On that basis, we developed the algorithm
that allows the calculation of the cwnd distribution with O(wyqz) complexity,
where w4z 1S the receiver advertised window or other restriction on cwnd.

The paper contains multiple numeric examples demonstrating the scope of
the model and exposing important features of AIMD algorithm revealed by the
modeling. Our analytical results are validated by observations on real TCP
connections run in an emulated environment. For our model, we have input
parameters that are

1. Memoryless segment loss pattern.
2. Distribution function of RTT.
3. Maximal window size.
4. Sender’s link (bottleneck) capacity.
The results of modeling produce
1. Distribution of the congestion window size, cwnd.
2. Distribution of the congestion avoidance throughput.

The distribution of cwnd lets us understand the behavior of cwnd under a
given segment loss pattern, and compare the cwnd behavior among different
segment loss patterns. It also shows which cwnd sizes appear more frequently
and which do not appear at all. Further processing of the cwnd distribution
provides its moment of any degree, quantiles and interval estimations.
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Although the set of available segment loss patterns is restricted by the mem-
oryless property, it essentially widens most previous approaches. For instance,
the Bernoulli scheme for segment loss may depend on window size. Also some
non-memoryless models may be transformed to memoryless models.

The new results of our model reveals the influence of different factors on con-
gestion avoidance throughput. It allows us to compare the throughput behavior
between different segment loss patterns, the same segment loss patterns with
different parameters and different RTT distributions or different parameters of
the same RT'T distribution. The presented model has a realistic limiting behav-
ior since it does not tend to infinity for small segment loss probabilities. It is
valid for fast and slow links, as well as those that have a high bandwidth-delay
product. The model also provides QoS characteristics.

A comparison of our model with other existing models shows that the models
use a more narrow set of parameters and wider set of assumptions. For example,
the segment loss pattern is assumed to be deterministic or a Bernoulli scheme,
and RTT distribution participates only through its expectation. The maximal
window size or maximum available capacity is not considered at all in many
models.

As our model relaxes restrictions, it demonstrates high flexibility and appli-
cability and affords a new level of design and planning for the TCP transport
layer. The presented model provides foundations for using computationally sim-
pler estimations of average TCP throughput and may exactly obtain bounds of
their correctness.
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Appendix A. Illustrations for
the numerical examples

In this Appendix one may find all figures referenced in Section 6. Figures are
placed in the order of reference.
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Link rate 28800 bits/sec (14.118 segments/sec).
Set 2. Packet transmission error probability 0.005.

N | ’Classical’ Sender’s | Throughput || Our model | Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
2.1 9.20 9.49 11.38 11.04 13.65 | 13.37 segs/s
19.99% 16.37% 2.98%
2.2 9.38 9.69 11.68 11.48 13.61 | 13.34 segs/s
22.29% 18.41% 1.72%
2.3 9.29 9.58 11.52 11.43 1349 | 13.22  segs/s
23.09% 19.38% 0.74%

Table 8.1: Experimental and modeling T4 (Absolute values and relative error).

Link rate 28800 bits/sec (14.118 segments/sec).
Set 3. Packet transmission error probability 0.0025.

N "Classical’ Sender’s | Throughput || Our model || Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
3.1 11.89 12.04 13.63 11.25 11.23 | 11.10  segs/s
5.37% 6.53% 17.47%
3.1%* 11.89 12.04 13.63 12.14 11.23 | 11.10  segs/s
2.12% 0.88% 10.93%
3.2 11.97 12.06 12.85 12 15.77 | 15.59 segs/s
0.27% 0.50% 6.62%
3.3 12.00 12.10 12.86 12.02 15.88 | 15.70 segs/s
0.14% 0.69% 6.52%

Table 8.2: Set 3. Experimental and modeling T 4 (Absolute values and relative error).
Values exceeding the bandwidth capacity are marked by bold font.
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Link rate 28800 bits/sec (14.118 segments,/sec).

Set 4. Packet transmission error probability 0.0005.

N "Classical’ Sender’s | Throughput || Our model || Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
4.1 12.04 12.10 12.92 11.35 8.46 8.39  segs/s
5.1U% 6.22% 12.18%
4.1% 12.04 12.10 12.92 12.03 8.461 | 8.386  segs/s
0.06% 0.57% 6.89%
4.2 12.11 12.19 12.64 11.61 15.9 | 15.77 segs/s
4.20% 4.82% 8.14%
4.3 12.05 12.13 12.56 11.71 16.01 | 15.89 segs/s
2.88% 3.52% 6.78%
Table 8.3: Experimental and modeling T (Absolute values and relative error). Val-
ues exceeding the bandwidth capacity are marked by bold font.
Link rate 0.5 Mbits/sec (119.27 segments/sec).
Set 5. Packet transmission error probability 0.00025.
N | ’Classical’ Sender’s | Throughput || Our model || Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
5.1 52.09 52.16 54.38 61.54 65.92 | 65.66 segs/s
18.15% 17.97% 13.17%
5.2 52.29 52.39 54.27 64.32 75.55 | 75.28  segs/s
23.01% 22.78% 18.51%
5.3 52.68 52.79 54.6 62.75 77.95 | T7.70  segs/s
19.12% 18.89% 14.98%

Table 8.4: Experimental and modeling T4 (Absolute values and relative error).
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Link rate 0.5 Mbits/sec (119.27 segments/sec).
Set 6. Packet transmission error probability 0.0005.

N | ’Classical’ Sender’s | Throughput || Our model | Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
6.1 51.85 52.00 54.20 60.26 63.35 | 63.08 segs/s
16.22% 15.89% 11.18%
6.2 50.30 50.46 53.16 58.68 58.97 | 58.70  segs/s
16.64% 16.27% 10.38%
6.3 49.90 49.97 52.64 63.96 63.10 | 62.80 segs/s
28.18% 27.98% 21.50%
Table 8.5: Experimental and modeling T4 (Absolute values and relative error).
Link rate 0.5 Mbits/sec (119.27 segments/sec).
Set 7. Packet transmission error probability 0.0025.
N | ’Classical’ Sender’s | Throughput || Our model || Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
7.1 32.57 32.78 36.52 41.65 39.52 | 39.15 segs/s
27.86% 27.06% 14.03%
7.2 34.43 34.64 39.71 41.60 39.24 | 38.87 segs/s
20.84% 20.10% 4.76%
7.3 30.85 31.19 35.49 36.05 34.38 | 34.02 segs/s
16.85% 15.59% 1.59%

Table 8.6: Experimental and modeling T4 (Absolute values and relative error).




Appendix B. Validation results

Link rate 0.5 Mbits/sec (119.27 segments/sec).

Set 8. Packet transmission error probability 0.005.

N | ’Classical’ Sender’s | Throughput || Our model | Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
8.1 24.31 24.58 27.8 31.36 30.30 | 29.93 segs/s
29.04% 27.61% 12.82%
8.2 25.80 26.08 30.34 32.73 31.43 | 31.06 segs/s
26.88% 25.58% 7.88%
8.3 25.04 25.30 28.55 32.84 31.70 | 31.33  segs/s
31.17% 29.81% 15.05%
Table 8.7: Experimental and modeling T4 (Absolute values and relative error).
Link rate 0.5 Mbits/sec (119.27 segments/sec).
Set 9. Packet transmission error probability 0.025.
N | ’Classical’ Sender’s | Throughput || Our model || Other models
throughput | throughput | without TO ET FF | PFTK
ATp ATpXmit | NoTOTput
9.1 12.02 12.45 15.30 18.06 18.19 | 17.84  segs/s
50.80% 45.08% 18.08%
9.2 11.97 12.42 14.90 17.59 17.77 | 1741  segs/s
46.99% 41.60% 18.06%
9.3 12.08 12.51 15.64 18.16 18.27 | 17.91 segs/s
50.27% 45.11% 16.12%

Table 8.8: Experimental and modeling T4 (Absolute values and relative error).




Appendix C. Evaluation of
congestion window size

Let us consider the pair £ = (w,n), where w is a current cwnd size and n is the
number of the segments sent under this cwnd since it has changed last time. For
each w, n = 1,...,w. Let us denote w(t) and n(t¢) the values that define & at
the moment ¢ > 0. Then according to our assumptions v(t) = {(w(t),n(t))},5¢
is semi-Markovian random process (SMP).

Let 7; be the time when ith TCP segment was sent. Note that here ¢ is
not a sequence number but is a unique natural number of each segment sent
regardless of its content. The segments are numbered according to the following
rule: i1 > 49 if 7;; > 7;,. Then sequence &(79),&(m1),--.,&(m),... forms a
Markovian chain embedded in the process v(t). According to our assumptions
the space of states of the chain & = &(7;) is finite as w = 2... Wmag- Let us
denote the space X. We also denote p’gn the probability of the transition from
state £ into state n by k steps for any &, € X. Since set X is finite then

k
— T
pgn k—00 "

and

D me=1
gex
Let us denote P¢(t) the probability of v(t) = £ and lets a;¢ be the expectation
of the segments inter-departure time. The following theorem takes place

Theorem 1 If RTT distribution has a finite expectation, then

eme

Pe(t) —— (8.1)

P S g
£ex

The proof is based on the Smith renewal theorem.
The presented theorem shows that the ergodic distribution of the process v(t)

is completely determined by the values ¢ and m¢. Note that values m¢ obviously
are solution of the Kolmogorov equations for the Markov chain &;. The equations
are complicated. The immediate finding of their explicit solution is a rather
difficult problem. Therefore we divide the problem into two parts. We consider
the time moments when TCP assigns the new cwnd. (We remind the reader
that only the congestion avoidance phase is considered here.) Thus, the chosen
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sequence of cwnd sizes & also forms a Markovian chain whose partial fragment
of the transition diagram is given in Section 4. The chain & is embedded in the
chain §;. In fact the solution of the Kolmogorov equations for the chain & gives
us the distribution 7 for all pairs ¢’ = (w,1), i.e. 7z = m,. The distribution
Ty 1S obtained by us in explicit analytical form. This simplifies the source
Kolmogorov equations for the chain & and provides the m distribution.

Nevertheless the final closed forms are cumbersome and hence the calcula-
tion of m¢ and especially the calculation of the sum in the right side of (8.1) may
require significant efforts. Therefore we have obtained the recurrent presenta-
tion for the distribution m, and on its base we have developed the numerical
algorithm for the fast computation of m,, and m¢. The algorithm has linear com-
plexity.

Note that random process p(t) = {w(t) }+>0 also is SMP, and & is a Marko-
vian chain embedded in it. Let U, be the duration of the round. Then

o _{ RTT if wty> RTT

wtyg otherwise (8.2)

Let us denote B, the expectation of U,. Also let P,(t) be the probability of
p(t) = w. Then the following theorem on the SMP u(t) takes place.

Theorem 2 If RTT distribution has a finite expectation, then

TT.
Pult) ——> g (8.3)
ﬁwﬂ'w
w=2

The values a¢ might be derived from the two different assumptions:

1. a¢ does not depends on n € &;

2. o depends on n € &.

Obviously in practice ag always depends on w € £. The first assumption simpli-
fies analysis although it provides computational error as in the case obviously
E(RTT)

Quyn = Oy = B (8.4)

The cwnd size is taken out of the expectation operator as it is fixed for any
oy, Nevertheless in practice the first assumption typically is not held by TCP
instances but in many cases the final error caused by the assumption is negligible.
If it is not, then for Bernoulli type schemes, accepting the second assumption
does not lead to analytical difficulties in the derivation of a.

Let us denote py,, = pe = tlggo P¢(t). The distribution of the TCP window

size in the congestion avoidance has the following form

1
w; = Zpi’" (8.5)
j=1

This distribution is denoted w; in Section 5 and it is used for the construction
of the numerical examples presented in this report. Obviously w; = tlim Py(t).
— 00
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