
Lecture 6

• Principal components analysis (PCA)
• A little bit about experimental design –

experimental factors and their values
• Supervised analysis



Principal Component Analysis
(PCA)

• Also known as Ordination or SVD (each
version having slightly different meaning)

• Fairly nontrivial mathematical apparatus,
but quite simple idea
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PCA in a nutshel
• The main idea – in the original n-dimensional

space find the direction of most data variability
(i.e., in which direction data-points are most
‘stretched’

• Orient a new coordinate axis in this direction.
This will be the first principal component, and the
relative ‘stretch’ is the first eigenvalue, and the
direction is the first eigenvector

• Then find the direction of the next highest
variability orthogonal to the first eigenvector –
this is the second component

• And so on





First 5
eigenvalues

1 - 17.3 (X)
2 - 0.74 (Y)
3 - 0.55 (Z)
4 - 0.44
5 - 0.37



Lecture 6

• Principal components analysis (PCA)
• Supervised analysis
• A little bit about experimental design
• Gene Ontology



Supervised vs unsupervised
analysis















Classifiers - applications

• Training on known data – find a classifier
that can separate one experimental factor
value from the other based only on data

• Apply to new data – this will tell us where
the new sample belongs (e.g., diseased or
normal – diagnostics)
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Linear discriminants
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In between group analysis
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Support vector machines
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Supervised vs unsupervised
analysis



Support vector machines

• The original n-dimensional space is
transformed into even higher dimensional
space using so-called crenel function

• The liner separation is done in that higher
dimensional space and it is equivalent to a
nonlinear separation in the original space
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K nearest neighbours classifier




