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Abstract

Corporations are pressured to engage ever more into agile business-networks of collab-
orations, which changes the requirements for computing systems. In a service-oriented
and cloud-computing environment, the supporting infrastructure for cross-enterprise
computing (CEC) needs to support the lifecycle of loosely-coupled, eContract-governed
business networks. This lifecycle needs to support the selection of autonomously ad-
ministered business services provided and used by corporations, contract negotiations,
and monitoring of the contract behavior during enactment with the potential for breach
management.

In this context, a new type of business transaction is required to safeguard the CEC
across the entire lifecycle that relaxes the traditional properties of atomicity, consis-
tency, isolation and durability for business-semantics induced consistency rules. This
transactional safeguarding involves breach detection during CEC and recovery aspects.
Thus, the research question addressed in this manuscript is how to safeguard the CEC-
automation for several organizations in a heterogeneous system environment paying at-
tention to the semantic complexities of trusted, electronic business transactions (eBT)?
These semantic complexities differentiate an eBT from traditional database transac-
tions in that it also incorporates separation levels of concern to tackle the collaboration
complexity of pragmatic, semantic and technical aspects in a heterogeneous system
environment.

To fill the detected gap, we define a eBT-lifecycle that spans the entire lifecycle
as described above. Since the definition of this metamodel is based on a formal no-
tation that comprises the definition structural and behavioral properties in a semanti-
cally deterministic way, we are able to perform model checking for correctness and
performance. The formal modeling-notation allows the precise exploration of ex-
ception catching during a CEC and subsequent business-semantics business-semantics
business-semantics rollback or termination so that the metamodel does not break down
under an exploding mount of clutter that comes into existence along the lifecycle of a
CEC. The result is a top-level eBT for a eBT-lifecycle that resembles a Saga-transaction
and is at the same time an open-nested transaction that allows the incorporation of
lower-level transactionalities. A Saga-transaction is long lived such as in a business
process. Committed data may need a business-semantics business-semantics business-
semantics rollback because of an occurring exception. However, unlike conventional
business-semantics business-semantics business-semantics rollbacks, specific business
logic is required to roll back a long lived transaction and restore the system to its orig-
inal state.

The advantage of using a semantically deterministic modeling notation not only al-
lows for simulation and verification of the eBT-lifecycle, exception- and compensation-
management with a precise business-semantics business-semantics business-semantics
rollback study to keep the metamodel free of clutter and sustainable. The approach
also ensures metamodel-extensibility for conducting, e.g., further embedded explo-
rations into eBT-related trust and reputation management, extensions for studying the
nature of the breeding ecosystem for setting up CEC in a service-oriented and cloud-
computing based environment, additional exception- and compensation-management
measures. Finally, the realization of the eBT-lifecycle and safeguarding transactional-
ity in an evaluation prototype is made feasible because of the semantic clarity of the
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chosen modeling notation. Such evaluations are made easy as the eBT-lifecycle com-
prises nested services with clearly specified exchange protocols of known data sets.

To show the feasibility of the described eBT framework, industry initiatives such as
business-transaction standards, are checked for eBT compatible characteristics. Since
realizing an eBT framework raises many tricky issues and existing frameworks and
standards do not meet CEC-requirements to safeguard, the manuscript finally maps out
important research areas that require scientific attention for future work.



Chapter 1

Collaboration context for
trusted business transactions

Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Conceptual collaboration positioning . . . . . . . . . . . . . . . 2

1.2.1 Collaboration-complexity management . . . . . . . . . . . 3

1.2.2 Technological automation context . . . . . . . . . . . . . . 4

1.3 Research Design . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3.1 Research Approach . . . . . . . . . . . . . . . . . . . . . 6

1.3.2 Research question . . . . . . . . . . . . . . . . . . . . . . 6

With the emergence of service-oriented and cloud computing,companies embrace new
ways of carrying out business transactions electronically. Since the parties involved in
an electronic business transaction (eBT) manage a heterogeneous information-systems
infrastructure within their organizational domains, the collaboration complexity is
considerable and safeguarding a cross-enterprise collaboration (CEC) with an eBT
is difficult, but of high significance. The conceptual framework of an eBT must pay
attention to the complexities involved and differentiating characteristics that go further
than traditional database transactions. Since an eBT comprises separate levels, the ex-
ploration of pre-existing transaction concepts is relevant for populating the respective
levels.

1.1 Introduction

The emergence of electronic business promises for companies a sustainable market ad-
vantage that comprises an integration and coordination of information flow and prod-
uct flow between heterogeneous information-system infrastructures. Such information
flow that bridges different organizations, includes the linking of business elements into
an integrated whole. Automating cross-enterprise collaboration (CEC) enhances effi-
ciency and effectiveness. For the first case, it means a lowering of costs, savings in
time budgets and resources such as personnel, machines, energy, and so on. For the
latter case of effectiveness, the objective is to provide the quality of service that is in
high market demand.

1



2CHAPTER 1. COLLABORATION CONTEXT FOR TRUSTED BUSINESS TRANSACTIONS

For CEC, a loose coupling of information systems is a requirement as a tight cou-
pling of information systems results in too many agreement details and too much shared
context has to be revealed to the business counterpart. In CEC, the registration of busi-
ness transactions is of major legal importance for organizations. A business transac-
tion [42] is a consistent change in the state of a business relationship that is driven by
a well-defined business function. Each party in a business transaction holds its own
business transaction. For CEC, a transaction concept is important to ensure reliability.

To facilitate a loose coupling and highly dynamic establishment of business collab-
oration, the service oriented computing (SOC) paradigm is increasingly important. Ser-
vices are self-describing, logical manifestations of physical resources that are grouped
as a process, i.e., as a set of actions [67] that an organization is prepared to execute and
expose to the web.

With the complexity involved in CEC, no single transaction model is able to meet
all requirements. Instead, it is necessary to inter-organizationally establish transac-
tion frameworks in a way that does not force companies into disclosing an undesirable
amount of business internals. In this paper, a conceptual model of an electronic busi-
ness transaction (eBT) is put forward, based on an investigation of features that also
incorporates business aspects and in which collaborating organizations safeguard their
business internals. Note that an eBT needs to safeguard the legally binding contractual
relationships between collaborating parties that dictate responsibilities and the conse-
quences of behavior. The importance of business semantics in an eBT also has conse-
quences for the nature of the atomicity, consistency, isolation, and durability properties.

1.2 Conceptual collaboration positioning

Observing business collaborations [44] in the business cases of this document, reveals
characteristic features where an original equipment manufacturer (OEM) organizes the
creation of value in an in-house business process that is decomposable into different
perspectives, e.g., control flow of tasks, information flow, personnel management, al-
location of production resources, and so on.

Figure 1.1: A conceptual business-collaboration model.

Figure 1.1 depicts conceptually a complex service of an OEM [48] with optional
tangible elements, of which several need to be acquired from suppliers. The reasons for
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acquiring parts externally are manifold, e.g., the OEM cannot produce with the same
quality, or an equally low price per piece, the production capacity is not available,
required special know-how is lacking, and so on.

The horizontal ellipses in Figure 1.1 denote the client/server integration of out-
sourced in-house-process parts to lower-level clients who provide services to the ver-
tically adjacent higher tier of a supply chain [49]. The outsourced business processes
receive refinements by the respective suppliers. The refinements remain opaque to
the service consumer and the supplier only has awareness of the OEM’s outsourced
respective process but the remaining in-house process remains opaque.

Vertical ellipses in Figure 1.1, depict a peer-to-peer (P2P) collaboration within a
cluster of small and medium sized enterprises (SME). If several SMEs form a com-
posed service in a P2P way [27], they become a supplier for a higher-level service
consumer.

1.2.1 Collaboration-complexity management

In order to manage the complex business and conceptual collaboration and the hetero-
geneous technological environment in a supply chain, a three-layer framework [27] is
a suitable model. The bottom of Figure 1.2 shows the internal layer that caters towards
a heterogeneous system environment. Often organizations support their business pro-
cesses by containing them in a hard-coded way in legacy systems. Examples of such
legacy systems are applications for enterprise-resource planning, databases, account-
ing systems, applications for human-resource management, and so on. If the business
processes of an organization are known and modeled, they are directly enactable by
process-management applications, e.g., by intra-organizational workflow-management
systems. Companies are reluctant to directly link their internal-layer legacy systems
cross-organizationally to safeguard their information infrastructure and because of the
fear they could disclose business internals that result in a loss of competitive advan-
tages.

Figure 1.2: A three-layer business process framework [27].

At the conceptual layer, the business processes are designed independent from in-
frastructure and collaboration specifics. Conceptual processes are mapped to their re-
spective internal layer for enactment. If a service-oriented architecture supports the
conceptual-layer processes, their enactment allows the orchestration of Web-service
wrapped legacy systems that are located on the internal layer. For the conceptual layer,
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it is important that collaborating parties can use a common denominator for cross-
enterprise collaboration harmonization.

The external layer stretches across the domains of the collaborating organizations.
Parts of the conceptual processes are projected to the external layer and compared by
the collaborating parties. That way, the parties investigate the demands of service con-
sumption and the ability of service provisioning. Since it can suffice to project a subset
of process details to the external layer, an organization can determine which business
internals should remain hidden from the counterpart. The process-based collaboration
is automated and dynamically forged.

1.2.2 Technological automation context

Contemporary automation means are service-oriented computing (SOC) and increas-
ingly cloud computing (CC). SOC [26] is a design paradigm to build computer software
in the form of services, which refers to a set of related software functionalities that can
be reused for different purposes, together with the policies that control its usage. State-
less services wrap legacy information systems such as for enterprise resource planning,
customer relationship management, and so on, in a way that these legacy systems ex-
change messages through the Internet protocol. Stateful services orchestrate the ports
of stateless services or choreograph stateful services. Service-orientation provides a
governing approach to automate business logic as distributed systems. CC [47] is the
delivery of computing as a service, whereby shared resources, software, and informa-
tion are provided to computers and other devices as a utility over the Internet.

Figure 1.3: An extended SOA [53].

Service-oriented architecture (SOA) addresses IT-asset reuse and standardize com-
munications between parties. The main idea is that collaborating organizations find
each other and form a complex service together. Such a simple approach is not suffi-
ciently suitable for the complexities involved in eBT. Thus, Figure 1.3 depicts a broader
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scenario that takes into account multiple service roles and their interactions. With re-
spect to XML-based specification languages, the currently available set of standards
is either not suitable for CEC and eBT or does not exist at all. Besides well estab-
lished WSDL [16] for specifying the ports of services and SOAP [6] for delivering
messages via the Internet protocol, BPEL [1] is a standard for defining stateful ser-
vices. However, certainly the capstone of Figure 1.3 is only partially populated with
suitable specification languages.

Next, after introducing the context for this research, we pose the research question
for this manuscript that we split up into several sub-questions so that the complexity
becomes manageable. The subsequent explanation details the meaning of the research
questions.

1.3 Research Design

In this thesis, design-science research in the domain of information systems is fol-
lowed as a research methodology. The design-science paradigm seeks to extend the
boundaries of human and organizational capabilities by creating new and innovative
artifacts [33] that are broadly defined as constructs (vocabulary and symbols), models
(abstractions and representations), methods (algorithms and practices), and instantia-
tions(implemented and prototype systems).

People
-Role
-Capabilities
-Characteristics

Organizations
-Strategies
-Structure & Cultures
-Processes

Technology
-Infrastructure
-Applications
-Communications
Architecture
-Development
Capabilities

Foundations
-Theories
-Frameworks
-Instruments
-Constructs
-Models
-Methods
-Instantiations

Methodologies
-Data Analysis
Techniques
-Formalisms
-Measures
-Validation Criteria

Develop/Build
-Theories
-Artifacts

Justify/Evaluate
-Analytical
-Case Study
-Experimental
-Field Study
-Simulation

Business
Needs

Application
Knowledge

Environment IS Research Knowledge BaseRelevance Rigor

Assess Refine

Application in the
Appropriate Environment

Addition to the
Knowledge Base

Figure 1.4: Design-science research framework for the domain of information systems
[33].

In Figure 1.4, the essence of information-systems research framework is depicted. To
the left, the environment pillar defines the problem space in which phenomena of inter-
est reside consisting of people, organizations, and technology. Design-science research
achieves relevance by building artifacts that address the business needs evolving from
the environment.

To the right of Figure 1.4, the knowledge base delivers foundations and method-
ologies from and through which IS research is accomplished. Rigor is achieved by
applying foundations in the develop/build phase and methodologies during the justi-
fy/evaluate phase. The results of design-science research are assessed to the business
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need in an appropriate environment and contribute to the content of the knowledge
base for further research and practice. The next section shows how this thesis follows
guidelines for conducting design-science research.

1.3.1 Research Approach

For conducting design-science research that adheres to the framework in Figure 1.4,
guidelines exist [33] that are followed as a research approach in this thesis.

• Problem Relevance: The importance of safeguarding CEC with trusted business
transactions (TBT) for the future competitiveness of companies is explained in
this introduction chapter. For developing the concept of a transactional lifecycle,
the business needs of CEC are relevant input.

• Design as an Artifact: This thesis proposes a formalization of the eCommu-
nity lifecycle, equipped with trusted business transactionality that allows CEC
without directly linking the respective information infrastructure of collaborat-
ing business parties. Furthermore, the formalized eCommunity concept allows to
safeguard business privacy1 and ensures flexibility for internally organizing tasks
without violating the externally agreed-upon business collaboration agreements.

• Research Rigor: To understand in further detail, a conceptual exploration is used
that results in a TBT-framework. As an advantage of a conceptual exploration, it
is technology independent and it establish a uniform vocabulary of the universe
of discourse. For TBT exploration, Petri nets [56, 57] are an integral part. Petri
nets [56, 57] have been widely used to provide underlying semantics for business
process models and the design of complex distributed systems. These formal
semantics serve as an analysis technique for TBT that create a foundation for
subsequent automation with means of cloud computing.

• Design as a Search: The developed eSourcing concept is part of a broader lifecy-
cle of peer-to-peer TBT. We explore what comprises this broader notion of TBT
and how the eCommunity concept model is embedded in it.

• Design Evaluation: With formal verification methods, an evaluation of TBT is
performed by using Petri-net based tool support for soundness- and performance
checking. Additionally, a feasibility study explores how existing technology
from service-oriented and cloud computing is employable for realizing TBT.

The research approach we express in a concrete form through a number of specific
research questions that result in answers for the research questions. The list of steps is
as follows:

1.3.2 Research question

For the detected gap of a lacking transactionality framework, we pose the following
research question. How can the automation of CEC be safeguarded in a heteroge-
neous system environment so that it pays attention to the semantic complexities of a
trusted business transaction? Based on this main research question, we deduce five
sub-questions.

1We define privacy as the rights of people, organizations or groups of organizations to determine for
themselves for whom, for what purpose, to what extent and how information about them or information held
by them is communicated to others [60].
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• How is the eBT-lifecycle defined in terms of its collaboration pipeline for trans-
actionality including its contained data flow?

• How is the orderly partial or complete termination of a lifecycle for an electronic
business transaction ensured without leaving behind abandoned processes and
database entries that lead to a cloud-collapse?

• Assuming a cloud-computing environment that caters for elastic resource assign-
ment, where are performance spikes in the eBT-lifecycle?

• How is a system architecture specified for privacy protection so that it supports
the automation of the eBT-lifecycle?

• How must the architecture be extended with features for ensuring the depend-
ability of an eBT for cross-enterprise collaboration?

The approach for answering the posed research questions takes into account principles
of semiotics [59] that differentiate the representation of signs and symbols in an infor-
mation system by a pragmatic-, semantic-, and syntactic view. The first level focuses
on the usage of symbols taking into account contextual issues including the characteris-
tics of the person using the symbols, the task they are engaged in and the organizational
context. The semantic level focuses on the meaning of symbols and finally, the syntac-
tic level defines the form of symbols rather than their meaning. We term the latter as
technical level in the sequel as it captures better its nature in TBT.

With respect to the phases of a TBT, a broad classification comprises a setup phase
with a maturation environment for services, a main enactment phase with transactional
business-semantics rollback or compensation steps, and a post-enactment phase where
events are logged that elude on the trustworthiness and reputation record of services and
their assigned partners and affect later decision-making [58]. In order to support this
business-level decision-making, the monitored transaction quality must be aligned with
with business-level goals; we define dependability as the match between business-level
service quality agreements with the observations from operational time monitoring of
transactional quality.

For TBT, we assume a peer-to-peer collaboration exists where several enterprises
engage in coopetition, i.e., a collaborative form of competition for the creation of com-
plex services. Such a situation Figure 1.1 depicts for the case ofB1 on Tier 2, e.g.,
equivalent to a cluster of small- and medium-sized enterprises (SME). On a larger
scale, hyper-complex products such as the construction of the Airbus A380 is impossi-
ble without OEMs behaving on a larger scale as SMEs in a cluster.

Semantics plays an essential role to ensure the collaborating parties understand pre-
cisely with which services and partners they interact at what stage of a TBT-lifecycle.
Thus, to answer the research questions posed above, a design notation is required that
uses formal semantics that is deterministic to clearly specify the structure of collabora-
tion phases and also to specify the data-exchange protocols. Simulation and verification
means must accompany the chosen design notation to ensure model correctness. Only
that way it is possible to ensure the business semantics of a TBT is controllable for
managing exceptional collaboration situations. Without clarity on formal semantics, it
is not possible to automate neither CEC nor the dependable transactionalities required
for safeguarding business collaboration.

The remainder of the manuscript is structured as follows. Section 2 provides ad-
ditional information relevant to understand the context for electronic business trans-
actions. This includes a conceptual description of a TBT-lifecycle that requires trans-
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actional safeguarding and also a description of the system architecture for automating
the setup-, enactment- and post-enactment phases of that lifecycle. Section 3 shows
the top-level of the collaboration lifecycle using CPN-notation for formalization. As
a result, service protocols are visible with their data-exchanges. As the lifecycle is
formalized with nested services, the data flow exists on varying refinement levels.
Furthermore, Section 3 lists the results from the tool-supported CPN-model check-
ing that shows correctness and performance bottlenecks in the collaboration-lifecycle.
Section 4 focuses on the formalization of the transactional lifecycle responsible for a
distributed governance infrastructure that comes into existence when an agreed upon
eContract is . Section 5 shows the lifecycle for establishing the contract on a tech-
nical level that consequently are enacted until a termination brings an eCommunity
of transacting parties to a final state. Such a termination does not create computa-
tional waste Also Section 6 shows when and how Saga-resembling business-semantics
rollbacks and compensations safeguard the lifecycle in a way where no waste occurs.
Section 7 presents a conceptual outlook for aligning transaction quality with business
goals in order to inject dependability in the prior formalized eBT-lifecycle. The out-
look offers scope for future work into many directions. Finally, Section 8 concludes
this manuscript by first summarizing the research work, secondly, giving the contribu-
tions achieved and finally, showing directions for future work.
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Taking into account the need for safeguarding cross-enterprise collaboration (CEC)
and for building a service-oriented cloud-computing infrastructure, we first character-
ize the nature of electronic business transactionality (eBT) that reaches across orga-
nizational boundaries. With respect to the research question posed in Chapter 1, this
section addresses the nature of the eBT-lifecycle, which is initially given conceptually
and without data-flow. The eBT-lifecycle we assign to services in a system-architecture
specification that ensures privacy protection of collaborating parties, which addresses
another important issue of the research question. Accordingly, the structure of this sec-
tion is as follows. After an introduction, we give in Section 2.2 an overview of the spec-
trum of traditional transaction features and order them according to categories. Sec-
tion 2.3 conceptually presents a transaction framework with CEC business semantics
and explains the behavior with incorporated business-semantics rollback-, and com-
pensation mechanisms for handling exceptional collaboration situations. Section 2.4
uses the CEC-findings from the CrossWork project [44] for putting forward a con-
ceptual system-application architecture into which we map the eBT-lifecycle. Finally,
Section 2.5 gives a conclusion.

9
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2.1 Introduction

The complexity of transactions that span multiple organizations rises in loosely coupled
distributed computer networks that are enabled by service-oriented [48] and cloud com-
puting. Here, business processes that use database systems must be cross-organizationally
integrated. The transactional parts of a business process are referred to as a busi-
ness transaction. By linking business processes cross-organizationally with electronic
means, collaborating parties hope to safe time and money during the setup, enactment,
and post-enactment of supply chains.

For electronic business transactions (eBT), that take place in a highly dynamic envi-
ronment, applying conventional transaction mechanisms is not sufficient, as data from
resources that are at the back-end of web services would need to be locked in order
to assure atomicity and isolation. However, locking data for isolation in long running
transactions for eBT is unrealistic as this might block resources that are consequently
not available for others. For example, locking tables for selling a product blocks other
potential customers, results in lower turn-over, and prevents other organizations from
participating in the business process.

The synchronization of business processes between organizations must be part of a
wider business-coordination protocol that defines the publicly agreed business interac-
tions between business parties. Additionally, well founded possibilities are missing to
compose eBT out of several transaction models [68] to support loosely coupled, long
running transactions for heterogeneous systems. Thus, we conceptually address the re-
search questions, how is the eBT-lifecycle defined in terms of its collaboration pipeline
for transactionality and, how is a system architecture specified for privacy protection
so that it supports the automation of the eBT-lifecycle?

2.2 Transaction types

Pre-existing transaction concepts from the database domain are available and assessed
in this paper for eBT-management on different levels of concern. The remainder of this
section is structured as follows. First, Section 2.2.1 discusses transaction management
for the cross-organizational level of an eBT, followed by Section 2.2.2 that comprises
advanced transactions for the conceptual and external level. Finally, Section 2.2.3 gives
an overview of remaining miscellaneous transaction concepts.

2.2.1 Internal-level transactions

To traditionally manage data in a sound way, transactions must fulfill the follow-
ing requirements. Atomicity states a transaction executes completely or not at all,
consistency means a transaction preserves the cross-organizational consistency of the
database, isolation infers a transaction executes as it were running alone with no other
transactions, and finally, durability demands the results of a transaction are not be lost
in a failure. These ACID-properties of flat transactions are instrumental for handling
exceptions in transaction management that shield from applications running on top of
databases.

Flat transactions still dominate the database world because of their simple struc-
tures and they are easily implementable. ACID-properties are suitable for the legacy
systems of the cross-organizational level of an eBT as depicted in Figure 2.3. How-
ever, from a technical point of view, web-service composition faces the transactional
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challenges of relaxed atomicity, i.e., a situation where intermediate results may be kept
without business-semantics rollback despite the failure to complete the overall execu-
tion of a composite service.

2.2.2 Advanced transactions for the conceptual and external level
of an eBT

Advanced transaction models are extensions to flat transactions that release one or
more ACID-constraints to meet with specific requirements. Two strategies have been
adopted for extension purposes to achieve different structures inside a transaction,
namely the modularization of a complex transaction with hierarchies, and the decom-
position of a long-lasting transaction into shorter sub-transactions. In the sequel, the
first type is referred to as distributed and nested transactions and the latter as chained
transactions and Sagas.

A supporting concept for advanced transactions is the mechanism of savepoints [3]
that enables a transaction business-semantics rollback to a intermediate state for re-
covery. Savepoints are important for supporting recoveries in distributed and nested
transactions. Furthermore, the use of checkpoints in transaction logs is instrumental in
chained transactions to indicate a point until which a business-semantics rollback does
not result in an inconsistent database state. The sequel of this chapter explains details.

Distributed and nested transactions

A distributed transaction facilitates the integration of several database systems in a
bottom-up way that reside on different servers in different geographic locations. As de-
picted in Figure 2.1, distributed transactions consist of sub-transactions that may access
multiple local database systems and comprise two types of transactions [7], namely lo-
cal transactions and global ones. Local transactions execute under the control of the
local database management system (DBMS), while the multi-database system (MDBS)
is in charge of global transactions. Hence, local and global integrity constraints need
to align. Also the atomicity and isolation is managed globally when the whole trans-
action is aborted if any sub-transaction fails. The most influential example of dis-
tributed transactions is the X/Open Distributed Transaction Processing (X/Open DTP)
software architecture [70] that is a standard for the two-phase commit (2PC) protocol.
In combination with ACID transactions, a multiphase protocol like 2PC ensures sound
database-state changes.

A nested transaction is a generalization of savepoints [24], which is suitable for
complex-structured applications and adopts a top-down method to decompose a com-
plex transaction into sub-transactions or child transactions according to their function-
alities [46]. In nested transactions, parts of a transaction may fail without aborting the
entire transaction. Sub-transactions compose in a hierarchical manner and only the leaf
sub-transactions perform database operations while others function as coordinators. As
Figure 2.1 shows, a sub-transaction is atomic and when it aborts, the parent may trig-
ger another sub-transaction as an alternative without necessarily violating the database
consistency.

Multilevel transactions are a variation of a nested transaction that are also called
layered transactions [68] and their generalization is called open nested transactions [39].
In multilevel transactions, a transaction tree has its layers corresponding to those of the
underlying system architecture. Here, a pre-commit concept allows an early commit-
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Figure 2.1: Simplified informal models of distributed and nested transactions.

ment of a sub-transaction before the root transaction actually commits, which requires
a sub-transaction to semantically undo the committed one.

Multilevel transactions evolve to open nested transactions if the structure of the
transaction tree is no longer restricted to layering, i.e., leaves in different layers are
allowed (Figure 2.1). Open nested transactions relax the ACID-properties compared
to achieve a higher level of concurrency. The latter guarantee global-level isolation,
which means in open nested transactions, the intermediate results of committed sub-
transactions in nested transactions are invisible to other concurrently executing ones.

Chained transactions and Sagas

Differently to a nested transaction and its extensions, a chained transaction is appro-
priate for a time-consuming application with long-lasting transaction processes. As
depicted in Figure 2.2, a chained transaction is a variation of savepoints [25] that de-
compose long running transactions into small, sequentially executing sub-transactions
that roughly correspond to savepoint intervals.

Compensate Compensate

Atomicity

Isolation

a) Chained Transaction b) Sagas

Atomicity AtomicityAtomicity Atomicity Atomicity

Committed Committed Rollback

Isolation IsolationIsolation Isolation Isolation

Figure 2.2: Simplified informal models of a chained transaction and Saga.

The difference is that each sub-transaction is atomic, while each interval between
every two save points is part of an atomic transaction. In the chain, a sub-transaction
triggers the next upon commit until the whole chained transactions commit. When en-
countering a failure, the previously committed sub-transactions have already durably
changed the database so that only the results of the currently executing sub-transaction
are lost. This way the business-semantics rollback only returns the system to the be-
ginning of the most recently-executing sub-transaction.
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Since the atomicity and isolation properties are relaxed in a chained transaction,
this leads to aborting problems of the whole chain in the middle of execution as all
the committed sub-transactions cannot be undone, other concurrent transactions see
intermediate results generated during the execution of the chain.

Sagas [23, 19] adopt the idea of chained transactions of including a compensation
mechanism to roll back. As shows Figure 2.2, Sagas divide a long lasting transac-
tion into sequentially executed atomic sub-transactions with ACID-properties and each
sub-transaction, except the last one, has its own compensating sub-transaction. When
any failure arises, the committed sub-transactions are undone by compensating sub-
transactions. Unlike chained transactions, Sagas can return the whole transaction back
to the very beginning with compensations.

2.2.3 Other related transaction-work

Additional cross-enterprise business transaction concepts stem from the area of workflow-
oriented research. Hence, the two most relevant research projects are described below.
In [30], a two-layer transaction model, known as the WIDE transaction model, is pre-
sented. The model combines the concept of savepoints with Sagas [23] to offer that
more flexibility in compensation paths in case of exceptions. The bottom layer consists
of local transactions with a nested structure that conform to the ACID-properties [5].
The upper layer is based on Sagas that roll back the completed sub-transactions using
the compensation mechanism, thus, relaxing the requirement of atomicity [63]. The
semantics of the upper layer is formalized using simple set and graph theory [29]. The
local transaction layer is designed to model low-level, short-living business processes,
while the global transaction models high-level and long-living business processes.

The CrossFlow project [62] adopts the flexible approach of WIDE and develops
the more comprehensive X-transaction model. The X-transaction model is a three-
level, compensation-based transaction model to support cross-organizational workflow
management, namely, the outsourcing level, the contract level and the internal level,
each with a different visibility to the consumer or the provider organization. The
X-transaction model views an entire workflow process as a transaction. For intra-
organizational processes, smaller I-steps divide X-steps that adhere to ACID-properties.
Each I-step has a compensating step in case of failure.

Next, we specifically focus on transactionalities enriched with business semantics.

2.3 Features of electronic business transactions

An eBT is a consistent change in the state of the business that is carried out with
electronic means and that is driven by a well-defined business function. An eBT is
automated, complex, long running and may involve multiple cross-organizational and
external parties. Additionally, an eBT requires commitments to the transaction that
needs to be negotiated by the participating organizations [42]. Further features of an
eBT are: support for the formation of contracts, shipping and logistics, tracking, var-
ied payment instruments and exception handling. Compared to traditional database
transactions, eBTs have several distinguishing characteristics. Firstly, they extend the
scope of traditional transaction processing as they may encompass classical transac-
tions which they combine with non-transactional processes. Secondly, they group both
classical transactions as well as non-transactional processes together into a unit of work
that reflects the semantics and behavior of their underlying business task. Thirdly, they
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are governed by unconventional types of atomicity, e.g., payment atomicity, goods
atomicity, delivery atomicity, contract atomicity. In [71], these unconventional atomic-
ities are described in further detail.

Unconventional behavioral features [52] of an eBT are specified as follows: Generic
characteristics tackle issues like who is involved in the transaction, what is being trans-
acted, the destination of payment and delivery, the transaction time frame of permis-
sible operations. Examples for special purpose characteristics are links to other trans-
actions, receipts and acknowledgments, identification of money transferred outside na-
tional boundaries. Furthermore, advanced characteristics are the ability to support re-
versible and repaired transactions, the ability to reconcile and link transactions with
other transactions, to specify contractual agreements, liabilities and dispute resolution
policies, transactions that guarantee the integrity of information, confidentiality and
non-repudiation; the ability for transactions to be monitored logged and recovered.

In the remainder, Section 2.3.1 first shows a conceptual framework for eBT-coordination
followed by Section 2.3.2 that equally conceptually describes a Saga-stile eBT for the
top-transaction level of that framework. The Saga-stile eBT we use for equipping a
CEC system architecture with behavior and in the sequel we refine the first with a
formal modeling notation.

2.3.1 Coordinating electronic business transactions

The integrated heterogeneous systems of a cross-enterprise collaboration need to be
loosely coupled because of different reliability requirements that exist within long run-
ning eBTs. Different reliability requirements result from the properties of an eBT such
as the phase the transaction is in and the level in which the transaction is taking place.

In [51], a phased model distinguishes between pre-transaction, main transaction
and post-transaction phases in a collaborative business process. In [31], the need for
a three-level process framework identifies companies as not willing to directly con-
nect their legacy systems. Enabling interoperability between systems of different or-
ganizations is not just a matter of coupling systems, as this introduces interoperability
problems, like semantic differences, autonomy, non-disclosures, company secrets, etc.
Presenting the backend systems applications as services, i.e., wrapping them as web
services is a valid solution for most of the problems mentioned.

Given the complex features of eBT as described, the conceptual model of Figure 2.3
represents an integration of the separate solution concepts [31, 51] that permits a man-
ageable separation of concerns. In Figure 2.3, the organizational domains of a eBT-
participants are bridged by an external level where companies cross-organizationally
harmonize their business collaboration and, hence, their business transaction. Along
a time line, the external-level phases of an eBT visualizes the need of coordination
with the eBT phases on the conceptual level of an organization. Finally, the conceptual
level coordinates the legacy system of the intra-organizational level, e.g., ERP systems,
workflow systems, database systems, and so on. The latter give technical feedback to
the higher level to inform about the success or failure of a transaction. Likewise, the
conceptual level releases coordination information to the external level for aligning an
eBT with the domain of the collaborating counterpart.

To control an eBT as depicted in Figure 2.3, spheres of control are a useful vehi-
cle [48] to demarcate process parts of a collaborating party. The theory of spheres of
control [4] originates from the domain of traditional database transactions. So called
workflow spheres [40] expand the transaction theory into the dynamic world of com-
plex business processes. Those concepts are applied in [34] for analyzing atomicity
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Figure 2.3: The levels and phases of the eBT-framework.

criteria dependencies and atomicity spheres without relating the workflow concepts of
highly dynamic cross-organization processes. In the work of [61] a substantial em-
phasis is put on the characteristic atomicity properties of e-business. These uncon-
ventional atomicities for spheres in electronic business transactions (eBT) are explored
and related [55] to each other along the categories system-level atomicity, business-
interaction atomicity, and operational-level atomicity. The unconventional atomicities
need to be part of a transaction model that pays attention to the business realities that
form the context of CEC.

2.3.2 eBT-lifecycle for cross-enterprise collaboration

The proposed cloud-computing infrastructure supports the lifecycle of an eCommunity
from inception to termination. Note that the high-level depiction of Figure 2.4 sums
up a far more detailed model that we designed using CPN Tools1 for designing Col-
ored Petri-Nets. A CPN is a graphical oriented language for the design, specification,
simulation and verification of systems. It is in particular well-suited for systems that
consist of a number of processes which communicate and synchronize. Typical exam-
ples of application areas are communication protocols, distributed systems, automated
production systems, or work flow analysis.

The eBT-lifecycle extends the eCommunity concept [38] and starts with the cre-
ation of a business-network model (BNM) that contains service offers which are first
validated with service types, and additionally roles are assigned to the services. Con-
crete collaborating partners fill these roles during the eContract negotiation. Here, the
partners that slip into roles, must vote on agreeing or rejecting an eContract proposal
that is based on a picked BNM. Rejection terminates the eCommunity while having all
partners agree, results in a consensual eContract passed on to the next service. A third

1http://wiki.daimi.au.dk/cpntools/cpntools.wiki
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option during the negotiation phase is the proposal of a contract alternative.

Figure 2.4: High-level figure of an eCommunity lifecycle for acloud infrastructure.

In the service for distributing control governance, all partners who form an eCom-
munity receive a local copy of the agreed upon eContract. Next, all distributions re-
ceive local policies, monitors and BNM agents (BNMA) with facts deduced from the
contract. The policies guide the monitored behavior of partners during enactment.

Once the governance structure is set up, technically realizing the behavior de-
manded in the local copies of the contracts requires concrete local electronic services.
After picking these services follows a creation of communication endpoints so that the
services of the partners are able to communicate with each other. The final step of the
preparation is a liveness check of the channel-connected services. The enactment car-
ries out the tasks contained in the local electronic services by an engine that propels the
eCommunity business collaboration technically. Several alternative situations may oc-
cur during the enactment, namely, a total enactment termination, partner replacement,
or policy violation.

To make the eCommunity-lifecycle a transactional one, the business-semantics roll-
back service concretely manages the alternative enactment situations. For termination,
the entire distributed governance structure for an eContract is removed and the eCom-
munity is brought into a final ending state from where reuse is not possible. Partner
replacement may either be disruptive in a sense that the governance infrastructure must
be removed and a contract negotiation started from scratch. We assume a memory
unit is available to notify the remaining partners to engage again in the formation of
eCommunity. Non-disruptive partner replacement means the governance infrastruc-
ture remains entirely intact and a new eCommunity-partner slips into the existing local
setup to replace an old partner. A policy violation may be treated with a reconcilia-
tion, ignoring it, replacing the partner, or replacing the policy. Finally, a local contract
change means the removal of the entire local governance infrastructure and the re-
spective partner has the chance to perform either a partial or entirely different local
governance-infrastructure re-configuration within the framework of the overall eCon-
tract.

Next, we map the eBT-lifecycle into a system architecture for CEC. Note that
CEC is widely addressed as sourcing by practitioners and thus, the we adopt the term
eSourcing for expressing the CEC-nature of the subsequent system-architecture dis-
cussion.
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2.4 A transactional architecture for collaboration

The specification of the so-called eSourcing reference architecture (eSRA) [48] we
closely relate to the earlier stipulated three-layer framework of Figure 1.2. eSRA is
designed in accordance with the principle of functional decomposition of a system.
This decomposition is also known as ”separation operation” and based on the part-
whole principle. Thus, at each refinement level of eSRA, the identified services provide
functionalities that do not overlap with the remaining services located on the same
level. To achieve completeness, eSRA is designed in a top-down way, i.e., the services
on the first level are decomposed into detailing services.

Initially, the first eSRA specification [48] is a facilitator for multiple organizations
from industry that intend to take advantage from research results for designing their
own cross-enterprise business-collaboration architectures. After the scenario-based
evaluation [50], eSRA is concrete with respect to the services, interfaces and require-
ments. The following eSRA specification is semi-formal for easy understandability
but it still provides a clear specification. The specification is abstract so that organiza-
tions that instantiate eSRA into their own architectures, have the freedom to use their
respective concrete technologies.

2.4.1 The eSourcing Reference Architecture

The highest abstraction layer in Figure 2.5 shows two parties that contain the same set
of services distributed across an external, conceptual, and cross-organizational layer [27].
The gray shaded boxes represent services and arcs depict data exchanges between them.

Figure 2.5: Highest layer of eSRA.

TheeSourcing middlewareis replicated on the respective external layers of collab-
orating parties. This service is the main enabler of interoperability and direct infor-
mation exchange exists between theeSourcing middlewareof each collaborating party
to synchronize the respective services. Between the collaborating counterparts, a ser-
vice is located termedTrusted third partythat exchanges business-relevant information
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with the eSourcing middleware. A Trusted third partyis necessary for several rea-
sons. Firstly, collaborating parties expose service requests or service offerings to the
Trusted third partyfor public evaluation. Secondly, theTrusted third partyperforms
a verification of services and checks quality features of eSourcing configurations be-
fore enactment. If collaborating parties perform verifications and checks of eSourcing
configurations themselves, they would need to reveal competitive secrets to each other,
which is undesirable.

The conceptual layer of Figure 2.5 depicts two services, namely thetranslatorand
theeSourcing setup support. TheTranslatorservice exchanges information and trans-
lates it between the services located on the external and cross-organizational layer.
TheeSourcing setup supportcontains tools for modeling business rules and processes.
Finally, the cross-organizational layer depicts aLegacy managementservice that inter-
faces with the translator service of the conceptual layer.

2.4.2 Mapping the transactional lifecycle into eSRA

The behavior in the eSRA-services of Figure 2.5 we determine by mapping in the
eBT-lifecycle. Table 2.1 shows the highest-level assignment between services and the
lifecycle stages from Figure 2.4.

Table 2.1: Mapping the eBT-lifecycle into eSRA.

BNM creation: The BNM is a blueprint for setting up an eCommunity. It emerges
from a breeding ecosystem with a broker that serves as a rendezvous place for inter-
ested parties. Having a broker as aTrusted third partyavailable reduces the communi-
cation overhead compared to a scenario where every respective party must be contacted
separately for finding a service.

We assume a party with tools in theeSourcing setup supportdesigns cross-organi-
zationally the BNM-specification. TheTranslatorchannels the resulting specifications
to theeSourcing middleware. The latter service transfers the BNM-specification to the
Trusted third party.
Negotiate eContract: To exchange contract proposals, theTrusted third partyserves as
a deposition location. Such proposals the respective parties specify and modify cross-
organizationally with tools from theeSourcing setup support. Via theTranslator, the
contract proposals are channeled to theeSourcing middlewarewhere the distributed
contracting negotiations take place.
Distribute governance: For establishing a governance infrastructure, the agreed upon
eContract is replicated locally by theeSourcing middleware, policies are extracted,
monitors and business network management agents.
Prepare service: The respective local governance infrastructure requires on a technical
level a population with concrete electronic services. The latter are internally specified
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with tools of theeSourcing setup supportand mapped onto thelegacy managementvia
the translator-service that connects the electronic services with the distributed gover-
nance infrastructure in the external collaboration level.
Enact eContract: The essential services are the process- and rules engines in the
eSourcing middleware- and thelegacy management-service respectively. During the
actual enactment, thetranslatorconverts data between the first two services so that the
respective process- and rules-engines communicate successfully with each other.
Rollback: If exceptional situations occur and culminate in compensating business-
semantics rollbacks, the most disruptive scenario is a return to the negotiation step. In
that case all services are needed with the exception of theTrusted third party.

2.5 Conclusion

This chapter explains the evolution of traditional low-level database transactionality to
advanced Saga-type transactions that are open and nested. Next, we specify a con-
ceptual coordination framework for collaborative transactions that permit to integrate
business semantics. This lifecycle of electronic business transactions we model and
explain incorporating business-semantics rollback and compensation for exceptional
events.

The transactional lifecycle populates the services of a privacy-preservingcollabora-
tion architecture. Privacy is ensured by using a layer pattern to protect business secrets
that constitute competitive advantages and also to secure the legacy information-system
infrastructure from corruption.

The collaboration architecture aligns with the specified eBT-framework as they
both have a compatible layer architecture in common. That way, system implementers
have a conceptual indication of service functionality and runtime behavior. The trans-
actional lifecycle indicates business semantics and resembles an open, nested Saga
transaction.

While the conceptual specifications succeed in organizing eBT-safeguarded collab-
oration, electronic automation requires further formalization. Thus, open issues are the
semantically precise collaboration control-, and data-flow. That way precise features
of transactionality are clarified in subsequent chapters.
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The starting point for explaining the eBT-lifecycle is an overview of the services hier-
archy and their data exchange in Section 3.1. The lifecycle leads to the creation of a
distributed governance infrastructure for service enactment and safeguarding. We give
a brief overview of the chosen formal design notation in Section 3.2, namely Colored
Petri-Nets (CPN). An important advantage of CPN is that it allows for semantically
deterministic design of system structure and also behavior that is verifiable for cor-
rectness and performance tests with tool support. Next, we show in Section 3.3 the
top-level services designed in CPN and their protocol, i.e., input- and output states
with data-flow. The token colors exchanged between the top-level services we explain
in Section 3.4. Performance tests with the model-checking results listed in Section 3.5
indicate where in a cloud-computing implementation elastic resource assignment are
important to prevent bottlenecks. Section 3.6 summarizes this chapter and answers the
research questions.
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3.1 Introduction

For allowing a fast comprehension of how the eBT-lifecycle formalizations relate to
each other, the depiction in Figure 3.1 conceptually relates all services. The root is
a circle in Figure 3.1 labeledeCommunity lifecyclehas lower-level services depicted
as rounded rectangles connected with arcs. The service-nesting direction is from the
left side to the right side and the main lifecycle direction progresses from the top to
the bottom. service pairs connect with directed arcs that show which services share
exchange-protocols.

Figure 3.1: Hierarchy of the eBT-lifecycle.

Note that thebusiness− semanticsrollback-branch has directed arcs connecting
to services of other branches. Thus, the subsequent CPN-formalizations cater for ex-
ceptional situations that occur during enactment. In non-disruptive cases, the response
is an orderly consolidation that leads to commenced enactment. In the disruptive case,
the distributed governance infrastructure for eContract enactment is again orderly re-
moved and the business-semantics rollback leads back to the negotiation stage. With
orderly, we imply that the lifecycle is emptied so that no respective legacy-tokens re-
lated to the exceptional situation are left behind in the eBT-lifecycle that clutter to the
point of collapse.

Based on the mapped out set of services for the eBT-lifecycle, this chapter ad-
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dresses a subset of the research questions. Firstly, how is the semantic clarity of a
trusted business transaction ensured? Once a way for developing semantic clarity is
found, how is the eBT-lifecycle specified in detail including the data that flows through
the service-protocol? What are the lifecycle features from a formal model-checking
perspective and where are lifecycle-performance peaks?

Next, we show the distributed governance infrastructure (DGI) that is created for
enactment in the eBT-lifecycle.

3.1.1 Distributed governance infrastructure

The depiction of the DGI in Figure 3.2 shows the hierarchy of elements for carrying
out an electronic business transaction for the agreed upon eContract in which a set
of eCommunity partners participate. In this DGI, the eContract that the eCommunity
partners agree upon is a coordinating agent for the respective local copies. The latter
have each a set of policies assigned that govern a partner’s behavior. The additionally
assigned monitors check for local behavior compliance and the business network model
agent (BNMA) ensures compliance within the eCommunity.

Figure 3.2: Distributed governance infrastructure.

In a time-line depicted in Figure 3.3, we show the creation sequence for the DGI-
elements. If all eCommunity partners agree during thenegotiate stage, the eContract
comes into existence that serves as a DGI-coordinating agent. In thegovernance dis-
tribution, local contracts come into existence for every eCommunity partner together
with BNMAs and monitors. Theextract stage creates from the local contracts sets of
policies and assigns each a BNMA and monitor. Finally, theprepare stage populates
the lowest technical DGI-level with matching services and corresponding endpoints for
communication channels.

For dismantling the DGI, theterminate stage removes the entire infrastructure
step by step. Next, we explain the chosen CPN-notation for the eBT-lifecycle formal-
ization.
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Figure 3.3: Creation line for the DGI.

3.2 CPN-notation and state-space analysis

Colored Petri Nets [35] is a graphical oriented language for design, specification, sim-
ulation and verification of systems. It is in particular well-suited for systems that con-
sists of a number of processes that communicate and synchronize. Typical examples
of application areas are communication protocols, distributed systems, automated pro-
duction systems, workflow analysis.

CPN has an intuitive, graphical representation that consists of a set of modules
(pages) each containing a network of places, transitions and arcs. The modules interact
with each other through a set of well-defined interfaces in a similar way as known
from many modern programming languages. Places may hold multiple tokens that
carry color, i.e., attributes with values. Transitions fire when all input places hold the
required sets of tokens and produce condition-adhering tokens into output places.

The formalized eBT-lifecycle of this section is translated into so-calledstate spaces

for analysis. The basic idea underlying state spaces is to compute all reachable states
and state changes of the CPN-model and represent these as a directed graph where
nodes represent states and arcs represent occurring events. Next, the state-space graph
is translated into astrongly connected service graph(SCC-graph). The nodes in the
SCC-graph are subgraphs called strongly connected services (SCCs) and informally
explained, free of loops that may be contained in the state-space graph. The structure
of the SCC-graph comprises useful information about the overall behavior of the model
being analyzed.

Following the state-space analysis reports in the appendices, the checked properties
we informally explain as follows. If the number of nodes in the state space and SCC-
graph is equal, it means the state space is free of circles that would result in the model
not terminating. Theboundedness properties tell how many (and which) tokens a
place may hold considering all reachable markings. The bestupper integer bound

of a place specifies the maximal number of tokens that can reside on a place in any
reachable marking. Thebest lower integer bounds for a place specifies the minimal
number of tokens that can reside on the place in any reachable marking. Thebest
upper multi-set boundof a place specifies for each color in the color set of this place,
the maximal numbers of tokens that is present on this place with the given color in any
reachable marking. Thebest lower multi-set boundof a place specifies for each color
in the color set of a place the minimal number of tokens that is present on this place
with the given color in any reachable marking.

The home properties tell us that there exists a singlehome markingMhome, which
is reachable from any marking. This means that it is impossible to have an occurrence
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sequence which cannot be extended to reachMhome. In other words, it is not possible
to end up in a situation that makes it impossible to reachMhome while that does not
infer a guarantee.

Theliveness propertiescover several aspects. A transition islive if from any reach-
able marking we can always find an occurrence sequence containing the transition. If
every transition is live then a CPN is live in its entirety. Adead markingis part of the
liveness properties, which is a marking where no binding elements are enabled. A dead
marking can be a home marking because any marking can be reached from itself by
means of the trivial occurrence sequence of length zero. A transition isdead if there
are no reachable markings in which it is enabled. If a model has dead transitions, it
corresponds to parts of the model that can never be activated. Hence, we can remove
dead transitions from the model without changing the behavior of it.

The motivation for the fairness property is to detect the transitions in a CPN-model
that can not fire infinitely often while being enabled infinitely often. There are four fair-
ness notions, namely,impartial if a transition occurs infinitely often in every infinite
run of a CPN-model. A transition isfair if it occurs infinitely often in every infinite
run of the model where the transition is enabled infinitely often. Ajust transition
occurs infinitely often in every infinite run of the net where it is continuously enabled
from a marking onward. Finally, a transition isnotfair if it is not just. Impartial

considers all infinite runs whilefair andjust only consider some infinite runs.

3.3 Top-level eBT-lifecycle protocol

The eBT-lifecycle has two main services on its highest level, namely thecreate- and
theperform-service as depicted in Figure 3.4. The first comprises a service-breeding
ecosystem for populating a business-network model (BNM) with service-types and
roles assigned. The BNM then is populated with service-offers and concrete partners
who form the eCommunity, and the ability to exchange via communication channels is
checked. The resulting BNM is comparable to a proto-contract that enters a negotiation
phase which turns into a concrete eContract when all partners agree. It is possible to
propose counteroffers that commence new negotiations with voting or when only one
partner disagrees, the eCommunity comes to a sudden end. Note, thecreat-service has
been extensively published about and in [37] the reader may learn more details.

Theperform-service to the right of Figure 3.4, falls again in two parts, namely,
first one for setting up a distributed governance infrastructure that culminates in an
eContract enactment. This involves the distribution of local copies to every eCommunity-
member, the extraction of local policies from the contracts, the assignment of monitors
that observe policy adherence, and a business-network monitor agent (BNMA). Addi-
tionally, concrete electronic services that adhere to the service-offers in the local con-
tract, populate the established distributed governance infrastructure. The second part
of the perform-service comprises several transactional business-semantics rollback
steps that Section 3.1 describes.

3.3.1 Input- and output states between main services

Between thecreate- and theperform-services, the depicted top-level protocol of Fig-
ure 3.4 has as a starting state labeledstart lifecycle. It comprises unique identification
numbers for eCommunity lifecycles that are chosen when a BNM with service types
and roles is ready for population with service offers and eCommunity partners. This
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Figure 3.4: Creating and performing a cross-enterprise community transaction.

unique number identifies the entire lifecycle until it reaches the terminal state labeled
terminated eCommunity.

The protocol between the services connects different lower-level services, as Ta-
ble 3.1 shows. The left column lists the input- and output states between thecreate-
and theperform-services that comprise the protocol. The next two columns to the
right list the lower-level services to which the protocol-states betweencreate and
perform connect. The statestart lifecycleis only connected to thecreate-service,
which is the reason for anx placed in theperform column. While the eCommunity
identification from thestart lifecycleis an input state for the lower-levelpopulate-
service, the remaining states are either also or exclusively connected to thenegotiate-
service. Finally,terminated eCommunityis the output state for the atomic transition
labeledclose eCommunity.

Theperform column shows that the second till forth row of protocol-states con-
nect to the lower-levelgovernance distribution. The second row and the fourth till
seventh row in Table 3.1 show the protocol-states connect five times tobusiness −

semanticsrollback services of which two cases are disruptive business-semantics roll-
backs. Finally, the third and sixth till eleventh row connect within theperform-service
to termination of an eBT-lifecycle.

3.4 Token colors of the eBT-lifecycle

The token colors in the CPN-model for the eBT-lifecycle are available on different
refinement levels. These colors are data types exchanged between respective services
listed in Figure 3.1 in which the refinement direction is from left to right. Table 3.2
lists all colors with their hierarchic service-refinement availability mentioned in the
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Table 3.1: Data exchange of top-level protocol.

left column, meaning that1 is the top-level and6 the lowest refinement in Figure 3.1.
Token colors listed for availability in a certain hierarchy level are present for all lower-
but not for any higher hierarchy levels.

The fourth column of Table 3.2 textually explains the purpose of a token color for
an eBT-lifecycle. The types of the token colors are either integer, string or boolean. In
the first case, the integer mostly represents a token identification number and a string
is either an eContract-negotiation outcome or an eContract-proposal extracted from
a business-network model. Tokens of the type boolean represent decision points in
an eBT-lifecycle. Since a CPN-model is a simplified version of a distributed system,
these token colors of the model either represent in concrete application implementa-
tions more elaborate database tables, or XML schemata with more refining properties.

3.5 Results of model checking

From a developer perspective, the motivation for analyzing the eBT-lifecycle models
in the sequel of this paper is to see if they terminate correctly, which is testable with
a token game in CPN Tools. The listed services in Table 3.3 are pragmatically cho-
sen with respect to their testability. Given the problem of state-space explosion and
the relevance of test results for system developers, the listed services are either atomic
refinement leaves without CPN-modules or comprise a module that itself only contain
atomic transitions. Note, we term CPN-modules as services in this manuscript as it ad-
heres to the service-oriented cloud-computing paradigm. The state space of the overall
transaction lifecycle is too big for testing in a computationally feasible way. However,
we employ a token-game simulation for evaluating the termination correctness of an
eBT-lifecycle in the stateterminated eCommunity.

A summary of the analysis results we provide in Table 3.3 where the first column
lists the services of the eBT-lifecycle. For thenegotiate-service there are three sep-
arate outcomes. Either, all eCommunity partners agree on a contract proposal, or a
counteroffer is newly negotiated, or one partner disagrees entirely and terminates the
proposal. For model checking, we separately generate results where only one respec-
tive outcome option is enabled and two remaining options disabled. Finally, the very
right of Table 3.3 lists the appendices comprising respective model-checking results.
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3.5.1 Loops

Detected loops in a model mean the system implementers must think carefully about
enforceable termination criteria. Detected performance peaks mean, during runtime,
provisions must be in place for elastic resource assignment, which is important in
cloud-computing environments.

Loops exist when the state space has more nodes and arcs than the SCC-graph. If
the boundedness properties reveal peaks in token numbers and the liveness properties
of transitions show differences, performance peaks for respective transitions are given,
which is indicated with a corresponding transition label. Further performance-peak
indicators stem from fairness properties of transitions. i.e., we assume implementations
of impartial transitions to perform most heavily and implementations of transitions that
are not fair to perform lightly.

The checking results in Table 3.3 show thatloopsexist in the services for contract
negotiation and enactment. In the first case, such loops are visible for extracting con-
tracts until a copy exists for every eCommunity partner. Additionally, the finalization
comprises loops for preparing the service-block for the subsequent eContract-proposal
negotiation. Finally, a counteroffer triggers a loop, which the SCC-graph statistics in
Appendix D show as the number of nodes is lower than in the state-space statistics.
For the second case of enactment, a loop occurs for repeatedly stopping and starting
the enactment of a service until either an exception occurs or the overall enactment
enters a termination phase. The test results for remaining services in Table 3.3 show
they do not contain loops.

3.5.2 Performance peaks

The column forperformance peaksin Table 3.3 result from checking the boundedness-
and fairness results in the appendices. Thus, we assume high numbers in tokens in
the upper best integer bound of input- and output states in combination with enhanced
transition fairness show performance peaks in respective services. With the exception
of the servicesBNM selectionandterminate, the remaining services in Table 3.3 have
peaks that predictably require elastic resource assignment in a cloud-computing envi-
ronment. For thepopulate-service, peaks occur not only for populating roles but also
for checking if channel requirements and data-semantics match.

For all threenegotiate cases, contract extraction represents a peak and for the cases
with forced agreement and a counteroffer, performance peaks occur in agreement final-
izing when thenegotiate-service is prepared for the next eContract negotiation. For
negotiation with counteroffer, predictable performance peaks occur in the distribution
of new contracts to eCommunity partners. Forgovernance distributionandextraction
of policies (see Figure 4.8) are performance demanding. Finally, in thepreparation-
service, assigning electronic services is most performance intensive, followed by cre-
ating and publishing their endpoints and checking for operationality.

3.5.3 Markings

While no tested service has any home marking, in Table 3.3, the model-checking results
for dead markings differ. We infer that having multiple dead markings and no home
markings means the testing of implementations is more time- and resource intensive as
only a big number of test cases ensure correctness. According to Table 3.3, testing the
populate-service reduced to a counteroffer loop.
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3.5.4 Liveness

The practical relevance of liveness checks for a service-oriented cloud-computing en-
vironment is that dead transitions are never used functionality in a service. Live tran-
sitions are functionalities of a service used at least sometimes. This means, system
implementers must ensure for high runtime robustness of such functionality. If there
is no consistent home marking and multiple dead transitions, developers should expect
increased testing efforts of services.

The liveness column in Table 3.3 shows if dead (D) or life (L) transitions are
present, i.e.,ND means no dead transitions are present andNL means no live transi-
tions are in a CPN-model.D⋆ in Table 3.3 means the model-checking results reveal a
conditional dead marking. I.e., the model-checking results show the dead markings re-
sult from intentional disabling of marking paths for the purpose of focusing in specific
marking paths under investigation. Right of columns for home- and dead markings, we
mention the respective appendices with the model-checking results.

With respect toliveness, all checked services comprise no live transitions. That
means no transition is always fired in any marking of a service. The test results for dead
markings indicate no transition in a service is never fired in any marking (which we
indicate asND). For a subset of services in Table 3.3, we assignD⋆, which means test
results show there exist intentionally dead transitions. When disabling certain marking
paths, i.e., decision types in negotiate, to focus on marking parts in respective services.
Thus, checking the model results in the respective appendices in detail for services with
D⋆-liveness in Table 3.3, the results show dead transitions are from marking paths we
deliberately disabled.

3.6 Conclusion

This chapter shows the full set of nested services for the eBT-lifecycle, their relation-
ship to each other and data-exchange directions. For these data sets, a table shows their
visibility at respective refinement levels of service nesting. The eBT-lifecycle estab-
lishes a distributed governance infrastructure for enacting eContracts. We explain the
elements that comprise the DGI and show at which lifecycle stage what service creates
and relates them into an infrastructure.

We formalize the eBT-lifecycle with Co loured Petri Nets and show the top-level
services for the creation, enactment, business-semantics rollback and orderly termina-
tion of a DGI that is coordinated by an eContract for an eCommunity. The protocol
between the two services show what color tuples assigned to tokens flow. Based on
formalizations of nested services in subsequent chapters that refine the presented top-
level of this chapter, we list at which hierarchy-visibility level these color tuples exist
during a eBT-lifecycle.

The result of verification and model checking of leave services in the nesting hi-
erarchy reveal their correctness and performance peaks that would require elastic re-
source allocation in a service-oriented cloud-computing environment. The checks re-
veal that performance peaks exist largely for populating roles with eCommunity part-
ners, contract- and policy extraction, and enactment. The detailed formalizations of
nested services of the eBT-lifecycle we discuss in subsequent chapters. The appen-
dices of the manuscript show detailed model-checking and verification results that are
input for the results of this chapter.
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Table 3.2: Acronyms, names and description of token colors.
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Table 3.3: Results from model checking.
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This chapter uses CPN-notation to specify the refined, nestedelements of thecreate-
service in Figure 3.4, including the data-flow protocol between them. The models con-
tinue answering the research questions relating to semantic clarity of the elements
that comprise the eBT-lifecycle. After an introduction in Section 4.1 about thecreate-
service, the remaining sections explain the nested refining behavior and services. Sec-
tion 4.2 explains the breeding ecosystem for creating business network models (BNM).
The populate-service as explained in Section 4.3 prepares the chosen BNMA into
a proto-contract that requires the consensus of the eCommunity-partners, which the
negotiate-service in Section 4.4 manages. Section 4.5 concludes the chapter.

4.1 Introduction

The functionality in thecreate-service of Figure 4.1 shows that a nested service la-
beledBNM selectionis an ecosystem for breeding service types that become part of
so-called business-network models (BNM). The latter is a cross-enterprise collabora-
tion blueprint to insert service types and roles for the next step in the eBT-lifecycle,
namely the population with service offers and eCommunity partners. The BNMs that
emerge from the breeding ecosystem exist permanently for repeated use in the sub-
sequent populating stage, i.e., conformance-validated service offers and BNMs. The
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Figure 4.1: A collaboration pyramid in B2B (create).

populate-service validates the inserted service offers against the service types of the
BNM as it emerges from the breeding ecosystem.

At the end of thepopulate-phase, a proto-contract exists for anegotiatestep that
is carried out by the eCommunity partners. The negotiation of the proto-contract has
three different outcome options. An agreement of all eCommunity partners establishes
the eContract for subsequent rollout and enactment; a counter-offer from only one
eCommunity partner triggers a business-semantics rollback to the inception of thene-
gotiate-service; finally, a disagreement of only one eCommunity partner results in a
complete termination of not only the contract negotiation but additionally, the eBT-
lifecycle also suddenly terminates with the identification ending in the state labeled
terminated eCommunity.

4.2 BNM selection

This service functions as an ecosystem to breed BNMs. For that, a repository exists in
theBNM selectionof Figure 4.2 for which we assume users insert service types over
time that they specify themselves. The same assumption holds for the repository of
service offers inBNM selection, which is correspondingly a state in the CPN-model
labeledrepository service offers.

To be considered as a service offer for populating a BNM, beforehand the passing
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Figure 4.2: Selection of a Business Network Model (BNM selection).

of a conformance validation as depicted in Figure 4.3. The actual BNM selection
involves choosing a BNM draft for adding validated service offers and roles to be filled
subsequently with respective eCommunity partners.

4.2.1 repository accessing
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Figure 4.3: Adding roles to a BNM (repository accessing).

4.3 populate

In this service depicted in Figure 4.4, an unique eCommunity number identifies the
entire eBT-lifecycle. The service types in the chosen BNM draft specification are pop-
ulated with conformance-validated service offers. Next, an interoperability check of
those service offers ensures the channels are capable of exchanging data that matches
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semantic expectations. When the proto-contract with tentatively established channels
is ready, the population stage is ready for the next BNM population.

4.3.1 interoperability checking

The service offers chosen for populating a BNM are in the state labeledpopulated. In
Figure 4.5, for the tentatively established channels between service offers, thech token
color contained in the BNM indicates the required amount of channels. Consequently,
a chosen service offer becomes a channel source and another one a channel target
that must adhere to given channel requirements and data-semantics matching. The
interoperability checking ends when the number of required tentative channels exists,
which enables the completion stage of BNM population.

4.3.2 finalize

To complete the population of BNMs, thefinalize-service of Figure 4.6 empties the
populate-service of remaining tokens. In an application-system implementation, this
emptying corresponds to emptying an instantiation of not needed database entries and
abandoned computing processes that lead to a collapse of the overall system. Such a
collapse and restart is undesirable if many eCommunities are active to transact at the
same time.

In Figure 4.6, finalizing the BNM population commences with an enabling of com-
pletion, continues with a reset and extracts important values for the subsequent proto-
contract negotiation. The extracted values are the amount of roles, the proto-contract
with tentative channels, a channel counter, assigned service offers. Eventually, the
finalize-service concludes the BNM-populating stage.

4.4 negotiate

Once thenegotiate-service of Figure 4.7 enables from a completed BNM population
that generates a proto-contract, an eContract-proposal is extracted from that input from
the populate-service. All eCommunity-partners receive an eContract copy who vote
with three possible options.

As Figure 4.7 shows, thenegotiate-service caters in an ideal case for an agree of all
eCommunity partners, which establishes a consensus to make an eContract come into
existence and triggers a preparation for the subsequent extraction of a DGI. Secondly,
one eCommunity-partner decides on a modification and proposes a counteroffer for an
eContract. The counteroffer instantaneously disables all voting options, removes the
already casted votes and redistributes a copy of the modified contract for every respec-
tive eCommunity-partner. Thirdly, in the case of only one disagreement, the voting
process is halted, again, it triggers the removal of already casted votes and terminates
the entire eBT-lifecycle. Subsequently, the eCommunity identification comes to rest in
the state labeledterminated eCommunity.

4.4.1 contract extraction

After choosing an eCommunity for which a business-network model (BNM) has been
prepared, a pool of potential partners serves to fill the contained roles with concrete
partners. Next, in thecontract extractionservice of Figure 4.8, the eContract-proposal
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emerges from thepopulation-service, extending specifications of the tentatively created
service-offer channels. The created eContract-proposal is ready for the subsequent
steps of negotiation.

4.4.2 agreement finalizing

When all eCommunity-partners vote on an eContract-proposal, the objective is to achieve
a consensus by all agreeing. In that case, the serviceagreement finalizingof Figure 4.9
empties thenegotiationof eCommunity-partner instances and the offered services are
reset for the next negotiation phase. Finally, the negotiation outcome is set to true.

4.4.3 disagreeing

This service depicted in Figure 4.10 activates in both cases of an eContract-proposal
disagreement and also for the issuance of a counteroffer by an eCommunity-partner.
For both cases, the calculated number of eCommunity-partners serves as input to empty
thenegotiate-service.

A disagreement leads to the removal of all eCommunity related tokens, the lifecy-
cle termination and the identification token moves to its final state labeledterminated
eCommunity. However, with a new counteroffer, the existing eCommunity-partners
must cast votes again and as such, each partner must receive a contract-proposal copy
of the counteroffer. All other eCommunity-related tokens remain in their respective
states.

disagreement finalizing

When an eCommunity-partner casts a vote in a negotiation phase indicating a disagree-
ment, this service performs the final clearance preparation for the subsequent DGI es-
tablishment, which is is depicted in thedisagreement finalizingservice of Figure 4.11.
Setting the negotiation outcome tofalse starts the removal of the eCommunity part-
ners, followed by a removal of service offers and channels, which completes the dis-
agreement finalization.

4.5 Conclusion

The formalization of thecreate-service with CPN-notation gives deep insight in its
refinement with respect to control-flow, data-flow and protocol between nested ser-
vices. The refinement specifies the elements of a breeding ecosystem for a business
network model that inserts service-type conformance-validated service-offers. Addi-
tionally, in the breeding ecosystem the business network model receives roles. The
ready BNM progresses into thepopulate-service for filling concrete eCommunity-
partners with roles and tentatively establishing communication channels. The resulting
proto-contract enters thenegotiate-service where after an eContract-proposal extrac-
tion, all eCommunity-partners grant a vote. When one party disagrees, the entire lifecy-
cle terminates instantaneously. A counteroffer results in canceling the ongoing voting
procedure and a repeat of extracting an eContract-proposal for a new voting process.
Only when all partners agree, a consensus creates a valid eContract as output of the
create-service.
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In Chapter 3, we list all token colors and their respective visibility in the refinement
hierarchy that are relevant for thecreate-service. Furthermore, Chapter 3 also shows
the model-checking and verification results of thecreate CPN-models.
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Figure 4.4: Populating a BNM with service offer, roles, and checking interoperability
(populate).
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Figure 4.5: Checking channels for interoperability requirements and data semantics
(interoperability checking).
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Figure 4.6: Finalizing the BNM-population (finalize).
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Figure 4.7: Negotiating an eContract (negotiate).
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Figure 4.9: Finalizing an agreement on an eContract (agreement finalizing).
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Figure 4.10: Disagreement handling for an eContract (disagreeing).
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Figure 4.11: Finalizing an eContract disagreement (disagreement finalizing).
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This chapter continues the CPN-based refinement of the eBT-lifecycle presented con-
ceptually in Chapter 3. This clarifies the semantics of not only the control-flow but
also of that data-flow between services for the lifecycle-part towards the enactment of
a distributed governance infrastructure. Furthermore, it shows how an eBT can be
either partially or completely terminated without leaving behind abandoned processes
and unneeded database entries to the point where an enacting application-system in-
frastructure is forced into restarting, which may inadvertently terminate countless on-
going eBTs. The structure of this chapter is as follows. In Section 5.1, an overview
of theperform-service focuses on the embeddedrollout. Note, while this chapter
completes the main part of the lifecycle towards enactment that is a foundation for
subsequent chapter about eBT-business-semantics rollbacks and compensations. Sec-
tion 5.2 explains the creation of the distributed governance infrastructure (DGI) and
population with concrete electronic, communicating services down to the lowest tech-
nical level. Section 5.3 shows how the DGI is enacted and either selectively or totally
terminated. Section 5.4 concludes this chapter.

5.1 Introduction

Setting up the conditions for carrying out eContracts, involves first an establishment
of a DGI (see Chapter 3). Briefly, every eCommunity-partner receives a local contract
copy that is governed by the agreed upon eContract that latter functions as a controlling
agent. Every local contract copy is the source to extract a respective set of policies,
monitors, business network model agents (BNMA) for every eCommunity-partner.
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Once a DGI is set up, the lowest technical level with locally enactable electronic
services are machine enactable together with their service endpoints to enable com-
munication. The business-semantics rollback and compensation options trigger ex-
clusively from the enactment stage of an agreed upon eContract. Thus, during enact-
ment, the scenarios may occur of a policy violation, disruptive or non-disruptive partner
change. In the latter case, disruptive means there is a business-semantics rollback to
the negotiation phase while non-disruptive means that the DGI remains intact and is
taken over by a newly accepted eCommunity partner.
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Figure 5.1: Protocol of the rollout service with business-semantics rollback (perform).
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The contained sub-services of therollout in Figure 5.2 achieve on the one hand,
governance distribution of an agreed upon eContract with an establishment of a DGI
that is populated on a technical level with a set of communicating, enactable electronic
services.

On the other hand, the second embeddedoperate-subservice enacts the established
technical level of electronic services and terminates either non-disruptively the techni-
cal level or disruptively the entire DGI. However, since we focus in this section on set-
ting up and enacting cross-enterprise collaboration, the business-semantics rollbacks
that safeguard eBT-semantics are part of the subsequent chapter.

5.2 contract establishment

The contained subservice forgovernance distributionin Figure 5.3, starts with the
arrival of an eContract all eCommunity-partners consent to. This starts the protocol
population with extracted policies, monitors, BNMAs, and local contract copies for all
respective eCommunity partners.

After the DGI establishment, theprepare service starts the creation of a DGI-
matching technical infrastructure for enactment.

5.2.1 governance distribution

The start of this service from Figure 5.4, constitutes choosing an agreed upon eCon-
tract, which first leads to the distribution of local contract copies and monitors for
respective eCommunity-partners. From every local contract follows an extraction of
local policies to which an eCommunity partner must adhere to.

The assigned monitors observe if policy violations occur. Every local contract has
a business network model agent (BNMA) attached that utilizes the monitors to see if
eCommunity-partners adhere to local policies and also policies for behavior-control of
the entire eCommunity. Before the governance distribution completes, an error may be
thrown if a synchronization check between the eContract and the local contracts fail.

extraction

This service creates sets of local behavior-limiting policies are extracted for every re-
spective eCommunity-partner who is part of later DGI-enactment. Thus, theextrac-
tion-service of Figure 5.5 shows first the choosing of a local contract before enabling
the policy extraction for respective eCommunity-partners.

5.2.2 prepare

The technical realization of a DGI involves the preparation of concrete local electronic
services that fill the respective service offers. The service catches and reports excep-
tions during preparation and service assignment. For each electronic service, thepre-
pare-service depicted in Figure 5.6 shows the establishment of communication end-
points precede a final check for the operationality of services.

During the preparation of an established DGI, errors may occur that the subser-
vice namedpreparation errorof Figure 5.7 catches. Error options are for the technical
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preparation of an electronic service, a failure of lifeness check and an assignment er-
ror between an electronic service and a local contract copy. Further refinements of
Figure 5.7 are future work.

5.3 operate

The two sub-services ofoperate in Figure 5.8 comprise specific classes of respective
input-and output places as a protocol. An enactment-ready set up DGI is the prereq-
uisite for theenact-service to commence, which is given with corresponding tokens
populating states as listed in Table 5.1.

With the DGI in place, a token arriving in the stateenable enactmentis a trigger
for the actual enactment during which exceptional situations may occur that require
business-semantics rollback. Additionally, an exception may occur during the enact-
ment start of an electronic service. Since this is a technical issue that does not require
complex business-semantics rollbacks, we omit designing exception management in
detail.

Table 5.1: Categorization of operate protocol.

The protocol from theoperate-service in Table 5.1 at the very left column shows
categorizations for business-semantics rollback-enabling states and for low-level ex-
ception catching that are exclusively triggered by the output nodes of theenact-service.
Additionally, Table 5.1 shows an overlapping protocol category for the technical-level
eContract enactment that is removable by theterminate-service. The bottom set of
protocol states in Table 5.1 are for the deletion of a DGI and are equally states exclu-
sively connected to theterminate-service.
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5.3.1 enact

The electronic services that fill the service-offer templates in the eContract on the tech-
nical level, gather in the central stateenacting servicesof the service in Figure 5.9. We
assume, these services are discrete business-process specifications with a unique start
state and tasks relating to each other in sequences or parallelisms that lead to a unique
end state [48].

To perpetually enact respective services requires the involvement of the related
BNMAs, monitors and policies. Respective services may stop for a period of time
and restart again for enactment. Unless an orderly enactment culminates in a reg-
ular termination, eCommunity behavior that violates a policy results in triggering a
corresponding violation assessment and business-semantics rollback that we explain
in detail in the following chapter. Briefly, three additional business-semantics roll-
back scenarios exist that may either be disruptive or non-disruptive. In the first case,
a business-semantics rollback to the eContractnegotiate-phase eliminates the exist-
ing DGI, which is not occurring in the latter case where merely a modification in the
existing DGI takes place.

5.3.2 terminate

The service unravels an eContract-enactment in three stages. As Table 5.1 shows,
the terminate-service in Figure 5.10 not only eliminates the technical-level setup of
electronic contracts but also the remainder of the distributed governance infrastruc-
ture. Correspondingly, first, theterminate-service removes the extracted policy sets
that govern the behavior of all respective eCommunity-partners and also the enacted
services that realize every local contract.

The second step of termination removes the observance part of the DGI, which
involves BNMAs and monitors. Additionally,terminate removes all local copies
of eContracts earlier disseminated to respective eCommunity-partners together with
their established communication endpoints. Finally, the removal of all channels and
eCommunity-roles, completes the eContract termination.

policy service removal

This service depicted in Figure 5.11, commences with the termination of all electronic
services from the technical level in enactment. Next, the counter consumption with
the amount of eCommunity-partners triggers the removing of all policies that are prior
extracted from the eContract.

observance removal

The elements for observing the enactment of an eContract are the monitors and BN-
MAs. As depicted in Figure 5.12, these infrastructure elements for observing the
eCommunity-partner behavior are removed as part of the DGI together with related
local contracts. Finally, it is possible to remove the communication channels repre-
sented by the established endpoints.

roles removal

This service depicted in Figure 5.13, first removes the roles that are part of the agreed
upon eContract and all eCommunity-partners that populate these roles. Finally, the
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roles removalservice consumes all tentatively established channels that are realized by
communication endpoints on the technical level of electronic services.

5.4 Conclusion

The main eBT-lifecycle part of this chapter completes to the point of enacting the estab-
lished distributed governance infrastructure. The enactment of the DGI may be either
totally or partially terminated. In the first case, the entire DGI is stepwise dismantled
and the lifecycle of the transacting eCommunity brought to its final logging state. The
latter case performs a partial DGI dismantling but rolls the eCommunity identification
back to the negotiation phase in which the proto-contract is repeated, during which the
partnership of eCommunity partners may change that populate concrete roles. This life-
cycle towards enactment we explain with respect to semantically deterministic control-
and data flow. Besides inserted low-level exception handling, the enactment stage may
trigger either disruptive or non-disruptive business-semantics rollback- and compen-
sation steps for policy violations and partner changes. Disruptive means the semantic
business-semantics rollback and compensation dismantles the distributed governance
infrastructure while non-disruptive means merely changes take place in an existing dis-
tributed governance infrastructure where merely an eCommunity-partner replacement
takes place. the
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Figure 5.2: Establishing a DGI and operating it (rollout).
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Figure 5.3: Distributing local contracts, policies and populating with electronic ser-
vices (contract establishment).
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Figure 5.4: Policy extraction from local contract copies andassignment of monitors
and BNMAs (governance distribution).
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Figure 5.5: Extracting from local contract copies the amountof required policies (ex-
traction).
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Figure 5.6: Electronic service choosing and communication endpoint creation (pre-
pare).
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Figure 5.8: Protocol for enacting and terminating an eContract (operate).
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Figure 5.9: Enacting an eContract and triggering business-semantics rollbacks or a
termination (enact).
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Figure 5.13: Finalizing an eContract disagreement (roles removal).
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Based on the previously specified collaboration, the research question is tackled how to
safeguard the CEC-lifecycle with eBT that commences with the breeding ecosystem and
leads to enactment and encompasses various business-semantics rollback processes
that we present in this chapter. This Saga-type eBT comprises the orderly termination of
a transacting eCommunity. Thus, the disruptive and non-disruptive business-semantics
rollbacks and compensation ensure there is no transaction breakdown when violations
occur. Section 6.2 specifies a disruptive business-semantics rollback and compensation
that removes an existing DGI. Sections 6.3 till 6.5 explain non-disruptive business-
semantics rollbacks and compensations that leave the DGI intact. Finally, Section 6.6
concludes this chapter.

6.1 Introduction

As an eBT comprises several layers (see Figure 2.3) of which one is for cross-enterprise
collaboration and several are nested enterprise internal, we specify the semantics of the
top-level eBT with its features in this chapter. As the actual eBT commences with the
negotiation (see Figure 5.1) of a proto-contract, the business-semantics rollback option
has its furthest business-semantics rollback point from the enactment stage into this
eBT-lifecycle stage. If a business-semantics rollback returns an eContract enactment
back to thenegotiate phase, it is disruptive as it involves the dismantling of the DGI.

65
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Figure 6.1: Options for rolling back violations in an eContract enactment (business-
semantics rollback).

The other business-semantics rollback processes leave the DGI intact and are therefore
non-disruptive.

The top-level eBT resembles a Saga [23] transaction that is an idea adopted from
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chained transactions of including a compensation mechanism to roll back. Sagas di-
vide a long lasting transaction into sequentially executed atomic sub-transactions with
ACID properties and each sub-transaction, except the last one, has its own compen-
sating sub-transaction. When any failure arises, the committed sub-transactions are
undone by compensating sub-transactions. Unlike chained transactions, Sagas can re-
turn the whole transaction back to the very beginning with compensations. Note that
failures refer to traditional database settings. However, in the eBT-lifecycle in this
manuscript, it is behavior-controlling policy violations that result in the undoing by
sub-transactions.

The service in Figure 6.2 shows one disruptive and three non-disruptive business-
semantics rollbacks. The first type of disruptive business-semantics rollback (see Sec-
tion 6.2) commences after the decision to replace a current eCommunity partner with
the objective to set up a new DGI. Thus, the disruptive business-semantics rollback dis-
mantles the existing DGI and rolls back to thenegotiation-service. Such a business-
semantics rollback implies it is possible to have multiple eCommunity-partners choose
to discontinue their involvement in a newly emerging eContract. Note that the policy-
violating partner may again be part of the new eContract. We infer, the reason for a
disruptive partner change is caused by a policy violation of a severity that does not
permit an eCommunity to continue collaboration.

Of the remaining three non-disruptive business-semantics rollbacks, one (see Sec-
tion 6.3) also replaces an eCommunity-partner, however, in a way where it does not
dismantle and recreate the DGI. Likewise, the other non-disruptive business-semantics
rollbacks equally leave the existing DGI intact. Secondly, a policy violation causes
the second non-disruptive business-semantics rollback (see Section 6.5) that an eCom-
munity does not consider severe enough to justify a dismantling and re-creation of
a DGI. If the eCommunity-partners vote to ignore a respective policy violation, the
related eContract enactment resumes without any modification. The third type of non-
disruptive business-semantics rollback (see Section 6.4) allows the complete replace-
ment of a local contract with a new one as part of the existing DGI that remains other-
wise unchanged. Thus, the new local contract and related policies, BNMA and monitor
must adhere to the DGI-coordinating eContract agent.

6.2 disruptively reset

The delivery of the identification number of the eCommunity from theenact-service in
Figure 5.9 by a corresponding transition labeleddisruptive partner change, triggers this
service depicted in Figure 6.2. The same transition also triggers a partial termination
and removal of the DGI. When the partial termination completes, an enabling token
enters the input node labeledpartner reassign ready, which triggers the reaction of
eContract negotiation by the correspondingly named service in Figure 6.1.

Before the negotiation starts, it is necessary to reset the service offers for extracting
contract proposals. Since every eCommunity-partner has a service offer to fill, the
amount of resets equally results from the partial DGI-termination.

6.3 nondisruptively choose

This service of Figure 6.3 consists of two parts. On the one hand, a part for removing
temporarily all elements related to a local contract, i.e., policies, BNMA, endpoint,



68 CHAPTER 6. PERFORM - ROLLBACK

roles
amount

I/O

NOxNO

I/O

enable disruptive
partner change

In

NO

In

partner
reassign
readyIn

NO
In

eContract
proposal

I/O

NOxNOxBOOL

I/O

enable
role assignment

reset
NO

reset
counter

NO

1`1

service
offers

assigned

I/O

NOxNOxNOxBOOL

I/O

reset assigned
service offers

reactivate
eContract

negotiation

(eC,n)

eC

1

(eC,eCo,false)

(eC,eCo,true)

1`1

1

x

if (x<n)
then 1`(x+1)
else empty

(eC,sO,rO,true)

if (x<n)
then 1`(eC,sO,rO,false)
else empty

if (x=n)
then 1`1
else empty

if (x<n)
then 1`1
else empty

if (x=n)
then 1`(eC,sO,rO,false)
else empty

Figure 6.2: Establishing a distributed governance infrastructure and operating it (dis-
ruptively reset).

monitor. The reason for this temporary local removal is the identification key requiring
change for all these related elements that comprise a composite of the unique number
of the eCommunity and contained partner. Thus, besides inserting a new eCommunity-
partner itself, a replication happens in the composite identification keys of the related
local contracting elements. The second nested service in Figure 6.3 performs this rein-
sertion with the replacing new eCommunity-partner into the existing DGI and enables
the overall eContract enactment again after the replacement process completes.

6.3.1 remove

For locally replacing an eCommunity-partner in Figure 6.4, a token enters in the state
labeledenable local partner changecomprising the identifiers of the eCommunity,
old partner to be replaced, local contract and local service. The arrival of that token
commences a stepwise, temporary removal of a uniquely identified local contract and
related elements starting with the respective BNMA.

The old partner is taken out of the eCommunity under concern, followed by the
local contract taken aside. The same happens to related monitors and endpoints, the
policies and their related number counter. The latter temporarily removes the complete
set of policies of the old eCommunity-partner from theenact-service. Note, the prop-
erties of the color tuple in the enabling token contains all required information for this
stepwise, temporary removal.

6.3.2 reinsert

When theremove-service completes and adds a token into the state labeledenable
reinsertion, the service in Figure 6.5 commences with reinserting into the existing DGI
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Figure 6.3: Distributing local contracts, policies and populating with local electronic
services (nondisruptively choose).

the local contract and related elements. To enable reinserting a local contract and re-
lated other DGI-elements, a new partner is chosen based on the acceptance of the re-
maining eCommunity to be a new replacing partner, which is future refinement work
and out of scope for now.

The chosen new eCommunity-partner is the prerequisite for reconstructing the
complete DGI that is missing one new local contract with related elements after a
remove-performance. Thus, the new partner identification becomes part of the oth-
erwise unchanged, composed identification key for the reinserted local contract and
associated endpoint, BNMA, monitor, policies and related amount counter.
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Figure 6.4: Policy extraction from local contract copies andassignment of monitors
and BNMAs (remove).

6.4 nondisruptively change

A business-semantics rollback-option in Figure 6.6 that leaves the existing DGI intact,
replaces a local contract with a modified version. Thus, a composed identification key
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Figure 6.5: Policy extraction from local contract copies andassignment of monitors
and BNMAs (reinsert).

comprises the unique key of the eCommunity and partner who’s local contract requires
modification.

As a modification trigger, we consider, e.g., a minor change in the business envi-
ronment of the party that is not significant enough to justify an entirely newly created
DGI. Figure 6.6 shows that a nested subservice first stepwise temporarily removes a
local contract and related elements from an existing DGI that requires modification.
When local removal completes, the enabling of theinsertion-service repopulates the
DGI with a modified local contract by rolling back into the Figure 5.4 depictedgover-
nance distributionservice.
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Figure 6.6: Protocol for enacting and terminating an eContract (nondisruptively
change).

6.4.1 removal

This service in Figure 6.7 is organized in a cycle around the state labeledenable non
disruptive local contract change. The enabling token for local contract removal com-
prises a tuple with colors representing a composed identification key, i.e., the unique
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number of the eCommunity and party who’s local contract requires modification, all
elements related to the local contract get stepwise removed while leaving the rest of the
DGI intact.

6.4.2 insertion

In Figure 6.8, the DGI repopulation initiation follows a contract modification. The
insertion-service does not refine the actual contract modification process that we con-
sider future work. Contract modification takes place in the transition labeledinsertion
of local contracts, which is currently a black-box.

The re-completion of the DGI results from theinsertion-service by delivering the
changed local contract via thecontract outcomestate to the service termedgovernance
distributionthat is part of the contract establishment. The consequence is a resumption
of overall eContract enactment after completion.

6.5 nondisruptively manage

If a policy violation starts the service in Figure 6.9, the first procedure is a vote of
the eCommunity about the severity of that respective violation. Since the refinement
with elaborate voting mechanisms is out of scope and part of future work, we assume a
randomly chosen token from the state labeledvote optionsdetermines which connected
path is taken.

In Figure 6.9,one path option is that the eCommunity ignores a policy violation,
e.g., because of its insignificance. The response is to reinject the violated policy and re-
lated electronic service back into a resumed eContract enactment. Theseond possible
voting outcome is the eCommunity decides to either disruptively or non-disruptively
replace a partner. Note, the first case dismantles the entire DGI and allows current
eCommunity partners to not be part of a new eContract. The latter case keeps the DGI
intact and inserts a new eCommunity-partner. Thethird voting outcome assumes the
policy violation is desirable, e.g., because of an unpredicted change of the eCommunity
environment that results in a ”pragmatic” violation. Thus, this fact is acknowledged by
the eCommunity and the consensus response is to replace the unsuitable local policy.
Finally, the eCommunity agrees to reconcile the committed policy violation, e.g., a
warning issuance for the concerned party to not repeat a violation. Since Figure 6.9
does nor refine the reconciliation option, we consider it too future work.

6.6 Conclusion

This chapter specifies the Saga-type business-semantics rollback- and compensation
steps in a semantically deterministic way for the main phase of an eBT-lifecycle. For
ensuring correctness of these business-semantics rollback- and compensations while
also knowing where performance peaks occur during runtime, we employ CPN-notation.

The business-semantics rollbacks and compensations are in one case disruptive,
namely when a policy violation is so severe that an agreed upon eContract needs rene-
gotiation after a DGI-dismantling. In the remaining three cases, the business-semantics
rollbacks and compensations leave the DGI intact and result in minor modifications,
namely, the replacement of an eCommunity partner or particular policy; or not per-
forming any adjustments at all.
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Figure 6.7: Terminating an eCommunity (removal).
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Figure 6.8: Enacting an eContract and triggering business-semantics rollbacks or a
termination (insertion).

To support these Saga-type business-semantics rollbacks and compensations, a sub-
set of the post-transaction, namely, thetermination-service; removes either parts of,
or the entire DGI. For the final step of the specified Saga-type eBT, the fulltermination

brings the eBT-lifecycle to an end.
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Figure 6.9: Electronic service choosing and communication endpoint creation (nondis-
ruptively manage).
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For the Saga-type eBT-lifecycle that we specify in previous chapters with CPN-notation,
we explore conceptually the realization of dependability in e-business transactions,
through aligning transaction quality measurement with business-level goals. The struc-
ture of this chapter, which partially gives an outlook for future eBT-lifecycle refine-
ments, is as follows. Section 7.1 gives an overview of a business-transaction frame-
work to adopt a notion of dependability establishment based on which extensions for
the eBT-lifecycle of this manuscript are deducible. Aligned to the adopted notion of de-
pendability, Section 7.2 defines transactional properties particularly suited for service-
oriented cloud computing and aligned to the eBT-lifecycle. For the presented business-
transaction framework, Section 7.3 nests in a conceptual model abstract representa-
tions of existing transaction constructs from Section 2.2 so that they form an inheri-
tance hierarchy. Section 7.4 shows industry standards for instantiating the abstract
transaction constructs in a machine-readable way and Section 7.5 gives a conclusion.
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7.1 Introduction

Some transaction frameworks integrate several transaction models that is a prerequisite
for external-level business-transaction harmonization. We first briefly introduce two
relevant older frameworks, namely ACTA and BTF, and then discuss a recent transac-
tion framework called XTC.

The comprehensive framework called ACTA [17] unifies existing models to capture
the semantics and reason about the concurrency and recovery properties of complex
transactions. More elaborate extensions to this ACTA model comprise in [19, 18, 20].
In the ACTA framework, interactions among transactions are expressed in terms of ef-
fects, i.e., effects of transactions on other transactions and effects of transactions on
objects they access. ACTA captures the effects of transactions on objects by two ob-
ject sets and the concept of delegation. Every transaction is associated with several
other objects in a view set or access set. The view set contains all the objects poten-
tially accessible to the transaction while the access set contains the objects that have
already been accessed by the transaction. Based on ACTA, the ASSET transaction
model (Biliris et al. 1994) uses primitives at a programming-language level based on
ACTA building blocks such as history, delegation, dependency, conflict set, etc.

A more applicable approach than ACTA for the eBT-framework of Figure 1, is ex-
plored in the XTC (eXecution of Transactional Contracted electronic services) project
[64, 65] that aims at laying a generic foundation to the transactional support for busi-
ness processes in a service-oriented environment. Hence, a Business Transaction Frame-
work (BTF) supports contract-driven, cross-enterprise business processes. A BTF is a
transaction hierarchy composed of so-called Abstract Transaction Constructs (ATC)
that comprise existing transaction models stored in a library. The architecture of the
BTF is multi-level and multi-phase [54]. Three phases exist along the BTF lifecycle,
namely, definition phase, composition phase and execution phase. During the defini-
tion phase, the ATCs adopt the transaction models based on a taxonomy, which covers
and classifies the existing work in the transaction-management domain. After the de-
sign of an ATC-library contained constructs are available to build a transaction plan
for a complex process within the composition phase. The instantiation of the abstract
plans resulting from the composition phase [54, 66] form real business transactions for
the execution phase.

Next, we conceptually specify in further detail how the BTF from the XTC-approach
injects trust in the eBT-lifecycle of previous chapters.

7.1.1 Dependability in eBTs

Based on the research work in [64], the depiction in Figure 7.1 shows what elements
ensure dependability in the eBT-lifecycle. Note that the eBT-lifecycle uses eContracts
for establishing a DGI of Saga-transactional cross-enterprise collaboration. Thus, we
infer that transaction quality can be aligned with business-level goals by checking
service-level agreements (SLA) against templates with transactional quality of services
(TxQoS). This TxQoS-assignment to the service types of a BNM happens in the breed-
ing ecosystem and the SLA of the service-offers must match. On the other hand, this
ensures also a transitive TxQoS-adherence of electronic services chosen for populating
the technical enactment level of a DGI. Thus, we assume in the eBT-lifecycle a sec-
ond SLA-matching step between the service offers embedded in the local copies of an
eContract and the electronic services from the technical level.

In Figure 7.1, when an eContract is established it consists of a set of clauses and
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Figure 7.1: Trustworthiness injection in the eBT-lifecycle[64].

enclosed SLAs that emerge based on a consensus of the eCommunity partners. These
clauses are obligations and conditional rights and are agreed for the purpose of ex-
changing value between the two parties.

The enclosed SLAs specify the expected service qualities that the eCommunity
partners must adhere to. These SLA formalize an agreement between the parties re-
garding service availability, performance, measurement, and other aspects that enforce
the operational qualities during service execution. When an SLA contain TxQoS, e.g.,
specification, measurement, penalty, etc., it is termed a TxSLA. The latter are only part
of an eContract when the TxQoS specifications by both the provider and consumer
agree.

Figure 7.1 depicts conceptually the eContract-SLA-TxSLA-TxQoS structure. The
SLA contains the content from the SLA concept defined in [69]. The contract struc-
ture bridges the gap between the business and technical worlds by enclosing TxSLAs.
The TxSLA contain a TxQoS specification with agreed transactional qualities. This
eContract structure enforces execution reliability of an electronic service and guides
the technical transaction management mechanisms.

7.2 Specifying transactional quality of service

A TxQoS understanding as depicted in Figure 7.1 for technical and business experts
supports a shared understanding of transactional reliability. Thus, a need exists for
criteria to specify transactional reliability in service contracts. According to [25], the
technical mechanisms listed below ensure safeguarding support.

Recovery, or forward recovery, handles exceptions and errors that occur during ser-
vice enactment to continue until completion. The recovery may lead to a restart or an
alternative execution path.Concurrency Controlguarantees a consistent execution of
applications when they operate simultaneously on the same data. In a cloud-computing
setting, currency control keeps common objects safely updated when accessed by mul-
tiple service instances.Compensationguarantees forward execution by invoking a
compensating activity [23] when the original one fails.

Inspired by the traditional ACID-properties [32] from flat DB-transactions, the so-
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called FIAT-qualities for services [64] of Fluency, Interferablity, Alternation and Trans-
parency are suitable for the TxQoS-specification to establish a trusted eBT-lifecycle.
The original definitions for FIAT-properties we adapt to the features of the eBT-lifecycle.

7.2.1 Fluency

The probability ofbreakdown of a service defines Fluency, which is a numerical value
computable into statistical models of choice. A breakdown happens when a service
ceases to execute so that there is no delivery of intended results. To calculate the statis-
tical number for breakdown, there are two scenarios to cater for. For unpublished ser-
vices where no experience data exists, the service publisher gives the initial breakdown
number. Otherwise for runtime, monitors collect occurrences of errors and failures
together with their timestamps.

There are two levels of fluency for the dependable eBT. On the level of eBT-
lifecycle, policies govern the behavior of eCommunity partners. These policies come
into existence after extraction from the eContract as Figure 4.8 depicts. Together with
assigned monitors, Figure 5.9 depicts theenact-service where the recording of pol-
icy violations contribute to breakdown calculations. The second level of breakdown
recording results on a local electronic service level. The complexity of the business
process [45] is a reason for breakdown as high complexity leads to increased design
errors that are challenging to detect.

7.2.2 Alternation

This FIAT-property describes the allowed execution paths available as an alternative
when a breakdown occurs in an ongoing path. These alternations have two levels in
this case. First, on a level of a dependable eBT-lifecycle, pre-defined alternative exe-
cution paths result from the specification of business-semantics rollbacks as Chapter 6
specifies. Thus, these hard-specified alternatives for an eContract-enactment exception
govern in a disruptive case the total dismantling of a DGI by the termination as in Fig-
ure 5.10 and re-negotiation of an eContract in Figure 4.7. That leads to the creation of
a new DGI or a final eBT-lifecycle termination. In a non-disruptive case, alternation
reasons are policy violations that either lead to an eCommunity partner change into
an existing DGI, a policy change, or an enactment resumption after the eCommunity
partner decides to ignore a policy violation.

Alternation-specifications may also be on a respective eContract level in a cas-
cading way. First, such alternation-specifications are already part of a service type.
Figure 4.2 depicts how service types determine which service offers may pass a confor-
mance validation. If the service type specifies an alternation is optional, it is secondly,
possible on the level of the service offer to state whether the alternation either must
be present on a level of a local electronic service for enactment, or if the alternation is
optional or not not possible.

7.2.3 Transparency

This property determines how visible part of a service execution is for a service con-
sumer to varying degrees during the enactment phase. Note that visibility is specified
during the setup phase of a DGI. Thus, just as in the case of alternations, the trans-
parency definition is cascading either on a level of service types that determines the
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transparency definition on the level of service offers, which in turn determines trans-
parency on the level of a local electronic service. Again, just as for alternation, this
cascading definition allows flexibility on a lower level when the higher level states
transparency is optional.

Transparency has two levels. The first case is in accordance with the peer-to-peer
collaboration nature of the eCommunity-concept where several eCommunity partners
connect their respective services to create a bigger, value-added service. Here, trans-
parency definitions for the perspective of control-flow, data-flow, or resource defini-
tions affect visibility for the overall eCommunity. Thus, for control-flow it means that
the enactment of a specific service-activity is visible to either all or a subset of an
eCommunity. For data-flow, transparency means again that a specific amount of part-
ners has visibility with respect to value changes. Finally, for the resource perspective,
transparency can mean that certain eCommunity partners see what concrete persons or
organizations fill roles.

In the second case of a consumer and provider for services, transparency levels af-
fect the visibility the first has in service provision. For the context of an eContract that
establishes a DGI for enacting a composed, value-added service, we infer the existence
of a higher-level service consumer who relates in a pyramidal way to the lower-level
eCommunity as Figure 1.1 depicts. For example, the visibility during service enact-
ment allows a consumer to observe when a concrete activity-enactment takes place in
the provision.

7.2.4 Interferability

The final FIAT-property, namely, interferability specifies control allowed from service-
external parties upon a service invocation during execution time. Again, interferability-
specifications happen at design time and cascade from the service type via the service
offer to the local electronic service of an eContract equally as in the case of trans-
parency and alternation.

Beforehand agreed upon commands such ascancel, revise, rollback of business
semantics control parts of the service execution [2], which makes this FIAT-property
relevant for outsourcing scenarios where a different level of control is necessary [28]
in a consumer and provider way as Figure 1.1 depicts. For a peer-to-peer way, inter-
ferability means that it is possible for other eCommunity partners to control through
agreed commands the local service enactment of another partner. Again, the defini-
tion of interferability may be cascading from service type via service offer to local
electronic services.

7.3 Nesting Abstract Transaction Constructs

For the emergency eContract in an eBT-lifecycle that several services realize for each
respective eCommunity partner, the enactment environment is heterogeneous. Thus,
the TxQoS must be flexibly realizable for a heterogeneous system enactment. An ex-
ample for the approach Figure 6.8 depicts where eight identified ATCs carry the labels
A to H . Note, the unnamed activities that belong to activitiesG andH are not rele-
vant for this conceptual example. ATCs are rectangles and the dashed lines represent
encapsulation.

Assigning certain ATCs to different parts of the overall business process of Fig-
ure 7.2, results in a specific behavior for exception occurrence that involves a trans-



82CHAPTER 7. OUTLOOK: ALIGNING TRANSACTION QUALITY WITH BUSINESS GOALS

Figure 7.2: An example for a nested ATC [64].

action management system. Assigning other ATCs, or by further dividing the process
over ATCs, the transactional behavior is different in case exceptions occur. For ex-
ample, as the complete business process is long-running, a Saga transaction model as
specified in Chapter 6 supports the entire process.

A variation of the open nested transaction model supports the activities in Fig-
ure 7.2, as these tasks form parallel branches. The execution of the overall electronic
service requires safeguarding by a transaction model, while the nested levels may also
employ a Saga-transaction again. Chapter 2 describes all other transaction types that
Figure 7.2 lists.

Next, we show based on research work from [64], what the nesting taxonomy is of
transactions for safeguarding a heterogeneous process.

7.3.1 Organizing Abstract Transaction Constructs

An abstract transaction construct (ATC) is a general, reusable template in an ATC-
repository for allowing a run-time transaction-construct instantiation with concrete pa-
rameters. Composing the instantiations into a transaction schema creates a BTF that
safeguards cross-enterprise business-process collaboration. The BTF is a multi-level
transaction scheme that guarantees reliability along the process execution in a best-
effort manner. Hence, Figure 7.3 depicts a classification and abstraction of various
existing transaction models into three classes with the objective to generalize and ab-
stract commonalities. The hierarchy depicted in Figure 7.3, shows classification [66]
according to their structure: The Flat Transaction Model (FTxM) with a flat structure,
the Choreographed Transaction Model (CTxM) with a sequence and a complex struc-
ture, and the Nested Transaction Model (NTxM).

According to [64], the sequence and complex types stem from the Choreographed
group in the classification. For example, theX-Transactionmodel proposed in [62]
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is a workflow transaction model that leverages the idea of compensation originated
fromSagas, a sequence type of ATC. In the classification according to Figure 7.3, the
X-Transaction model is underESTxM(extended Saga transaction model) within the
CTxM group. However, if it is defined in the template, theX-Transactionmodel has a
complex type of structure. For the transaction models in Figure 7.3, white boxes are
abstract, non-executable transaction models and gray boxes are specific enough to be
executed, i.e., the gray boxes indicate the real existing transaction models and the white
boxes are the generalization of transaction models.

Figure 7.3: Hierarchy of ATCs [64].

Following an inheritance approach comparable to an object-oriented class diagram,
the empty transaction model calledTxM (i.e., transaction model) in Figure 7.3 defines
common properties of a transaction model such as name, structural couplings, and
transaction management events. Furthermore, the hierarchy in Figure 7.3 identifies
and classifies three main transaction groups underTxM, namely, the flat transaction
model (FTxM), the choreographed transaction model (CTxM), and the nested transac-
tion model (NTxM).

The FTxM adheres to the ACID properties and has extensions, for instance, the
two phase commit protocol (2PC) in case of distributed flat transactions. In a service-
oriented environment, the flat transaction model varies from, for example, WS Atomic
Transactions (WS AT) to the WS-CAF ACID Transactions (Tx ACID).

The CTxM-models are used in environments that require long-lived transactions.
Here, a choreographed transaction decomposes a long running transaction into small,
(sequentially-executing) sub-transactions. This approach is further specialized, for ex-
ample into theSaga or extended Saga transaction models as in earlier chapters of
this manuscript. The extended Saga transaction model is decomposable into workflow
transaction models, like the WIDE Global Transaction Support (WGTxM) (see Chap-
ter 2) and X-Transaction (XTxM) [62]. The Long Running Action (Tx LRA) model



84CHAPTER 7. OUTLOOK: ALIGNING TRANSACTION QUALITY WITH BUSINESS GOALS

from WS-CAF, which we explain in the sequel of this chapter, also fits into this cate-
gory.

The NTxM-model decomposes top-down a complex transaction into child transac-
tions according to application semantics. NTxMs permit parts of a transaction to fail,
without aborting the entire transaction. Further classifications specialize into the open
nested and the closed nested transaction model, which is further specialized into, the
WIDE Local Transactions model (WLTxM) [30]. Examples of open-nested transaction
models in a service-oriented environment are the WS Business Activity (WS BA) and
the Business Process Transaction Model (Tx BA) from WS-CAF that are all explained
in the sequel.

The next section explains the lower-level transaction models of Figure 7.3 that stem
from industry initiatives.

7.4 Industry initiatives for e-business transactions

A survey [66] that covers the development of business transactions up to the latest de-
velopments in the domain of service-oriented cloud computing, gives an overview of
existing transaction concepts suitable for populating nested levels of the eBT-framework
depicted in Figure 2.3.

For service-oriented eBT-applications, there is a need for supporting technologies
and standards to guarantee consistency and reliability in eBTs. While no transaction
mechanism is widely accepted as a standard, there are three possible candidates, which
realize the eBT-framework of Section 2.2 to different degrees.

7.4.1 Business Transaction Protocol

The XML-based business transaction protocol BTP [15] is not exclusively designed
for electronic services. BTP is instrumental for representing and seamlessly managing
complex, multi-step eBT over the Internet to ensure consistent outcomes of parties that
use applications disparate in time, location and administration, and that participate in
long running business transactions [41].

In a BTP compliant SOCC-environment, a transaction manager confirms or cancels
the backend system a electronic service encapsulates. Hence, a direct communication
exists between the transaction manager and the backend system, which contradicts the
SOCC philosophy. Opening up backend systems to play the role of participant within
the transaction for external parties introduces security issues and bypasses the purpose
of SOCC.

Every phase of a transaction within BTP [21] stands on its own and is imple-
mentable in any way by a BTP compliant service. To reflect the differences with the
traditional 2PC protocol, the commands used in BTP are different and extended. Addi-
tionally, using business logic in BTP, the application also determines which participants
to commit as a consensus group and which to cancel.

7.4.2 Web Services Transactions

The combined Web Services Transactions specifications that of WS-Tx, consist of WS-
Coordination (WS-C) [14], WS-AtomicTransaction (WS-AT) [12], and WS-BusinessActivity
(WS-BA) [13]. The specifications aim at the reliable and consistent execution of eBT
with different interconnected services.
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While in BTP the coordination of an eBT is interwoven with transaction man-
agement, WS-Coordination (WS-C) defines a framework that solely focuses on out-
come determination and processing. This way WS-C provides a generic coordination
infrastructure for services, making it possible to plug in specific coordination proto-
cols [22, 43]. Currently, the WS-Transaction specifications (WS-AT and WS-BA) are
the first and only protocol specifications based on WS-Coordination.

The WS-AtomicTransaction (WS-AT) specification focuses on the existing transac-
tion systems and protocols with strict ACID-requirements. These systems are heteroge-
neous and coupling them together within one organization is the first step towards inter-
operability. WS-AT specifies the following protocols: Completion, TwoPhase Commit
(2PC) with two variants, Volatile 2PC, and Durable 2PC. Details [12] of these protocols
the WS-AT specification comprises.

While the WS-AT specification resembles traditional 2PC ACID transactions with
its problems, WS-BA supports long running business transactions and uses atomic
transactions to preserve the autonomy of participating organizations while it also pro-
vides mechanisms to reach overall agreement. The WS-BA specification defines two
types for a coordinator, namely the atomic outcome type and mixed outcome type. The
first type requires the coordinator to drive all participants to the same final state. The
latter type allows a coordinator to choose which participants need to commit or com-
pensate. The behavior of the coordinator is determined by the application driving the
activity. Besides the coordination types mentioned above, the following two coordina-
tion protocols [14] part of WS-C:BusinessAgreementWithParticipantCompletion

andBusinessAgreementWithCoordinatorCompletion. We refer the reader to the
specification details on these protocols.

7.4.3 Web Services Composite Application Framework

The purpose of WS-CAF [10] is to develop an interoperable, easy to use framework
for composite services applications. WS-CAF is composed of a series of specifications
consisting of WS Context [8], WS Coordination Framework [9] and WS Transaction
Management [11]. Each specification covers a certain level of the overall architecture
to build reliable business applications that span multiple systems and use electronic-
service technology.

In contrast to BTP and WS-Tx, the WS-CTX specification [8] defines a generic
context-management mechanism for sharing common system data (i.e., context) across
multiple electronic services. Compared to WS-CTX, WS-Coordination combines both
context and coordination, while BTP combines context, coordination as well as trans-
action management. WS-CTX [8] enables connecting multiple electronic services into
one activity or scope for correlating them with specific context information that is not
managed by a coordinator.

The second layer of WS-CAF is the Web Service Coordination Framework WS-
CF which provides a coordination service plugged into WS-CTX. It manages and co-
ordinates multiple electronic services as one or more activities to perform a task to-
gether. The WS-CF architecture has three main services. TheCoordinator at which
Participants can register so that they receive the context and outcome of an activity,
and theCoordination Service, which defines the behavior for a specific coordination
model.

On top of the coordination framework, Web Service Transaction Management WS-
TXM [11] specifies three different transaction protocols. These protocols are an agree-
ment of outcome among the participants of a transaction in a consistent way. To do
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this, the transaction protocols can use context information and coordination protocols.
WS-TXM defines three protocols that are part of WS-CF and useful with a coor-

dinator for negotiating a set of actions for all participants that need to be executed,
based on the outcome of a series of related electronic services executions [10]. The
electronic service executions link together in scopes by the overall context, nest and
execute concurrently [43]. WS-TXM binds the scope of an activity to the lifetime of a
transaction.

Three specific transaction models are part of WS-TXM and useful for different
situations: ACID Transaction resembles the traditional ACID transactions applied to
electronic services, enabling tightly-coupled network-based transactions to achieve in-
teroperability between existing transaction systems within one organization just like
in WS-AT. Long Running Action (LRA) covers transactions that have a long duration
where an activity is seen as a set of business interactions for which compensation is
possible comparable to Sagas. Business Process Transaction Model integrates differ-
ent heterogeneous transaction systems, e.g., using ACID transactions and messaging,
from different business domains into one overall eBT [43]. This lifecycle is applicable
for the external level of the eBT-framework in Figure 2.3.

7.4.4 Comparison of industry initiatives

In a comparison of BTP and WS-Tx [43], both specifications address the problems
of running transactions with electronic services while the differences in critical areas
are present, e.g., transaction interoperability. The main problem of BTP is it needs to
leverage the ACID transactions that underlie the strongly coupled internal information
infrastructures instead of replacing them with new models to design transactions for
loosely coupled electronic services.

Comparing the specifications shows that a need exists for one open standard to
realize the interoperability both in electronic services and business areas, possibly by
integrating the existing ones within the WS-CAF framework. According to [36], BTP
is the most promising standard candidate for transaction management in combination
with agent technology.

With the exception of BTP, the WS-Tx and the WS-CAF initiative show the devel-
opment towards an eBT with ACID properties on a lower level and advanced business
transactions on a higher level. Still, the latter two industry initiatives lack the abil-
ity to create elaborate transaction frameworks for inter-organizationally harmonizing
heterogeneous transactions of collaborating business domains.

7.5 Conclusion

The outlook of the manuscript explores how to align transaction quality with business
goals to achieve dependability in the eBT-lifecycle that earlier chapters specify with
CPN-notation. The dependability approach defines transactional qualities for services
as part of an eContract to match service-level agreements of service offers and elec-
tronic services intended for technical enactment. The safeguarding of an eContract
that composes smaller electronic services enact, requires an assembly of nested trans-
actions into an eBT-framework. The specification of the BTF uses abstract transaction
concepts that are pluggable abstract templates and transform into instances by populat-
ing a template with transactional parameters.
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For ensuring dependability in the form of quality-of-service specification, we re-
quire additional properties that support transactional safeguarding. Inspired by ACID
properties for traditional database transactions, this chapter adapts conceptually de-
fined FIAT-properties to safeguard eBT in cloud-computing. Fluency measures the
robustness of service execution. Interferability indicates the extent of control from the
outside during execution. Alternation represents the possible choices when encounter-
ing problems. Transparency reflects the degree of visibility a service consumer has into
an electronic service in the domain of a service provider.

The outlook of this chapter shows open issues for future work. First, the speci-
fications for transactional qualities of services lead to extension proposals of existing
industry standards. Also other industry standards for service-level agreements require
a comparison to the proposed eBT-framework to explore the suitability of existing in-
dustry standards with respect to the concepts and properties they comprise. Second, the
abstract transaction frameworks require formalization and based on that a semantically
deterministic exploration about their compositionality. It is also open how to achieve
the ATF-integration into specifications for transactional qualities of an electronic ser-
vice. Thirdly, the FIAT-properties relate to each other and have a specific semantic
meaningfulness in the context of an eBT-lifecycle. A deeper semantic exploration of
the FIAT interdependencies is a prerequisite for achieving an automation realization in
a cloud-computing environment.



88CHAPTER 7. OUTLOOK: ALIGNING TRANSACTION QUALITY WITH BUSINESS GOALS



Chapter 8

Conclusion

Contents
8.1 Research summary . . . . . . . . . . . . . . . . . . . . . . . . . 89

8.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

8.2.1 eBT-lifecycle definition . . . . . . . . . . . . . . . . . . . 90

8.2.2 Orderly termination . . . . . . . . . . . . . . . . . . . . . 91

8.2.3 Elastic resource assignment . . . . . . . . . . . . . . . . . 91

8.2.4 System-architecture specification . . . . . . . . . . . . . . 92

8.2.5 Dependability extension . . . . . . . . . . . . . . . . . . . 92

8.3 Limitations and future work . . . . . . . . . . . . . . . . . . . . 93

This chapter concludes the manuscript for scientifically investigating dependable eBT-
lifecycles. A summary of the conducted research follows a discussion explaining the
contributions to our research field. At the end, we discuss the limitations of the thesis,
based on which there exists scope for future research activities.

8.1 Research summary

The research work carried out in this manuscript investigates the features of dependable
electronic business transactions for cross-enterprise collaboration. The objective is to
create a flexible and comprehensive approach for such transactionality safeguarding.
The research starts with literature published about the so-called peer-to-peer eCom-
munity concept, an automated set of business partners who form a temporary group
for the purpose of carrying out agreed upon eContracts. An eCommunity experiences
changes in case of behavior-guiding policy violations. Consequently, if the eCommu-
nity does not dissolve entirely, it either requires an eContract renegotiation, or partner
replacement, or a policy change. With this foundation, the manuscript addresses the
following research question:How can the automation of cross-enterprise collabora-
tion be safeguarded in a heterogeneous system environment so that it pays attention
to the semantic complexities of a dependable business transaction? Based on this
main research question, we deduce three sub-questions.Answering this research ques-
tion first requires a conceptualization and subsequent formalization of the collaborative
eCommunity-lifecycle for contracting. That way a semantically deterministic top-level
business transaction emerges with business-semantics rollbacks and compensations in

89



90 CHAPTER 8. CONCLUSION

the control-flow and data-flow perspective. Secondly, the answer proposes a flexible
and comprehensive approach for injecting dependability into a business transaction.
We validate the lifecycle of the electronic business transaction for correctness and per-
formance bottlenecks.

8.2 Contributions

The contributions of this research work we give by answering the deduced subques-
tions. In Section 8.2.1, we describe the formalized lifecycle of the electronic business
transaction from the perspectives of control-flow and data-flow. Section 8.2.2 explains
a successful partial and total termination of an eCommunity that leaves no lifecycle-
collapsing waste behind. Section 8.2.3 shows the results for model-checking of leave
services for correctness and performance. Section 8.2.4 summarizes the features of an
application-system architecture that support the eBT-lifecycle. Finally, Section 8.2.5
comprises a conceptual investigation for injecting dependability into the electronic
business transaction and lists the industry standards available for supporting differing
transaction concepts. Each of those subsections first gives the sub-research question
and then an the answer.

8.2.1 eBT-lifecycle definition

How is the eBT-lifecycle defined in terms of its collaboration pipeline for transaction-
ality including its contained data flow?

Based on literature, we first deduce an informal and conceptually specified lifecycle
with nested services and data-elements that facilitate eBT-management. This informal
lifecycle comprises business-semantics rollbacks in the model. For semantically deter-
ministic reasoning and laying an automation foundation, the informal model requires
a formalization with CPN-notation that permits simulation, tool-supported correctness
verification and performance testing. The formalized model covers the control-flow
and data-flow perspective of the eBT-lifecycle commencing from a unique start state
and specifies the lifecycle of an eCommunity that transacts until a dissolution results
in the eCommunity reaching a unique end state. The formalization reveals a Saga-
transactionality with deterministic business-semantics rollbacks and compensations.

The detected elements of the eBT-lifecycle are as follows. A breeding ecosystem
generates business-network models equipped with service offers that are conformance-
validated against service types, and service-offer-assigned roles that subsequently eCom-
munity partners fill. A business-network model enters a population stage next for
assigning concrete eCommunity partners and tentatively established communication
channels. The result is a proto-contract for a consensus-establishment negotiation
by all eCommunity partners. A respective partner may propose a counter offer for
a re-negotiation. A partner may disagree, which terminates the eBT-lifecycle instanta-
neously by delivering the eCommunity identification to the unique output state.

Assuming an overall consensus by all partners results in the establishment of an
eContract. The rollout of the eContract establishes a distributed governance infrastruc-
ture with the eContract functioning as a controlling root agent. Local contract copies
for every respective eCommunity partner are under the controlling eContract agent. Lo-
cal electronic services for enactment that match the service offers in the local contracts
relate to the extracted policies, a monitor and business-network model agent for ev-
ery eCommunity partner. Every local electronic service has communication endpoints
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that adhere to the earlier established communication channels. At the end of the rollout-
stage, the enactment of the local services takes place until exceptions occur that require
compensations and business-semantics rollbacks. The business-semantics rollbacks are
on the one hand, caused by policy violations that either result in a non-disruptive case
with an eCommunity partner exchanged into an existing distributed governance infras-
tructure, or a policy modification. On the other hand, in a disruptive case, after dis-
mantling the distributed governance infrastructure, a business-semantics rollback into
the negotiation stage of the eBT-lifecycle takes place. Finally, the termination-stage to-
tally dismantles the distributed governance infrastructure and delivers the eCommunity
identification to the end.

The eBT-lifecycle has a data-flow with data-visibility. Table 3.2 lists the complete
set of data-elements with their explanation and refinement-level presence. The data-
flow elements are token colors in the CPN-formalization and the inscription definitions
of the respective CPN-state show at what lifecycle-stages the respective data-flow ele-
ments have visibility.

8.2.2 Orderly termination

How is the orderly partial or complete termination of a lifecycle for an electronic busi-
ness transaction ensured without leaving behind abandoned processes and database
entries that lead to a cloud-collapse?

When an established distributed governance infrastructure for an eContract is in
the enact-stage, a disruptive partner change leads to a partial termination. Thus, the
violation is so severe that it leads to a dismantling of the distributed governance in-
frastructure as shown in Figure 3.2. However, the eCommunity identification returns
to thenegotiate-stage where the earlier established proto-contract enters the negotia-
tion again. Thus, the eBT-lifecycle remains partially populated in the case of a partial
termination with the results of thepopulate-stage.

A total termination may occur because no reason exists any more for the eCommu-
nity to continue contracting. Thus, a dismantling of the distributed governance infras-
tructure takes place as in the case of partial termination, followed by an emptying of the
input states for thenegotiate-service and the identification of the eCommunity identi-
fication enters the unique eBT-lifecycle output state. Left over in the eBT-lifecycle are
the elements in the input states of thepopulate-service related to a populated business
network model.

8.2.3 Elastic resource assignment

Assuming a cloud-computing environment that caters for elastic resource assignment,
where are performance spikes in the eBT-lifecycle?

Given the problem of state-space explosion, the leave-services of the eBT-lifecycle
we check for performance bottlenecks as the higher-level services are relevant for un-
derstanding the data-flow protocol. The listed services in Table 3.3 are pragmatically
chosen with respect to their testability. For the overall eBT-lifecycle, we employ an
automated token-game simulation for evaluating the overall termination correctness.
For thenegotiate-service, there are three separate outcomes, namely, either all eCom-
munity members agree on a contract proposal, or they newly negotiate a counteroffer,
or one eCommunity disagrees entirely and terminates the proposal.

We infer, high numbers in tokens in the upper best integer bound of input- and
output states in combination with enhanced transition fairness show performance peaks
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in respective services. With the exception of the servicesBNM selectionandterminate,
the remaining services in Table 3.3 have peaks that predictably require elastic resource
assignment in a cloud-computing environment. For thepopulate-service, peaks occur
not only for populating roles but also for checking if channel requirements and data-
semantics match.

For all three negotiation cases, contract extraction represents a peak and for the
cases with forced agreement and a counteroffer, performance peaks occur in agree-
ment finalizing during preparing thenegotiate-service for the next eContract nego-
tiation. For negotiation with counteroffer, predictable performance peaks occur in the
distribution of new contracts to eCommunity partners. Forgovernance distributionand
extraction, the extraction of policies (see Figure 4.8) is most performance demanding.
Finally, in thepreparation-service, assigning electronic services is most performance
intensive, followed by creating and publishing their endpoints and checking for opera-
tionality. In Section 3.5, we explain the remaining model-checking results of Table 3.3.

8.2.4 System-architecture specification

How is a system architecture specified for privacy protection so that it supports the
automation of the eBT-lifecycle?

The architecture design follows the principles of functional decomposition and
whole-part to achieve a separation of concerns in a top-down way. As the eBT-framework
depicted in Figure 2.3 is structured according to three layers, the same structure is found
in the eBT system architecture. The latter’s specification is abstract and semi-formal to
allow a population with concrete technology in instantiations. Furthermore, the system
architecture supports modifiability and loose coupling, which makes it suitable for a
service-oriented cloud-computing environment.

The transactional lifecycle of an eCommunity populates the services of a privacy-
preserving collaboration architecture. Hence, privacy in the eBT-lifecycle is ensured by
using the layer pattern to protect business secrets that constitute competitive advantages
and also to secure the legacy information-system infrastructure from corruption.

The collaboration architecture aligns with the specified framework of electronic
business transactions as they both have a compatible layer architecture in common.
That way, system implementers have a conceptual indication of service functional-
ity and runtime behavior. The eBT-lifecycle that populates the application system-
architecture, indicates business semantics and resembles an open, nested Saga transac-
tion.

8.2.5 Dependability extension

How must the architecture be extended with features for ensuring the dependability of
an eBT for cross-enterprise collaboration?

To answer this research question, we assume the establishment of dependability
results from matching requested and offered service qualities. Thus, the first step is
an exploration of the features for such a dependability extension of an eBT that we
conduct as a conceptual outlook in this manuscript. Based on these conceptual findings,
conclusions result for extensions of the specified eBT-lifecycle.

For the first extension option, transactional quality specifications exposed together
with service-requests in arendevous place that resembles an intelligent broker, require
matching with SLA specifications of service-offers that express comparable quality
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levels. Thus, the architecture extension in the breeding ecosystem of Section 4.2 com-
prises on the one hand, service matching abilities in a varied way from informal and
human readable to formal and machine readable. Since the collaboration type between
eCommunity partners is peer-to-peer, in the eBT-lifecycle the service-request is the
service type to which a service offer must conformance validate. Thus, in that part of
BNM selection, the matching of transactional qualities of services of the service type
takes place against the service-level agreement of the service offer. A similar matching
must occur between the latter is matched with a concrete local electronic service. Sec-
tion 5.2.2 specifies the latter matching and in Figure 5.6 theassign servicetransition,
the service-level agreement matching occurs if that transition is refined in future work.

The second extension option addresses the service-level agreements that comprise
so-called FIAT-properties for fluency, alternation, transparency, and interferability of
services.Fluency represents the concern for customers on the smoothness of a ser-
vice. Satisfaction increases when the fluency is high. For supporting the calculation of
the fluency statistic, theenact-service in Figure 5.9 must log statistics that capture flu-
ency failures, e.g., exceptions, policy violations.Transparency specifies how much
of the service execution details are exposed to the outside, i.e., the service consumer
or other eCommunity-partners. Extensions of transparency in theenact-service on the
one hand, allow other eCommunity-partners to monitor enactment progress of a respec-
tive local electronic service but also signal on the other hand, monitoring data to third
parties from outside of the eCommunity that are consumers of the overall composed
service. TheInterferability-property expresses the limitation of service providers
in service execution enforced by other eCommunity-partners. Also in this case, ex-
tensions for interferability in theenact-service must on the one hand, allow cancella-
tion, pausing, and so on, for permitted eCommunity partners and also for third-party
eCommunity-partners. Finally, the propertyAlternation specifies alternative enact-
ment paths that are different from the execution path at the locations where exceptions
are probable to occur. This property is currently covered on an eBT-lifecycle level by
offering various disruptive and non-disruptive business-semantics rollbacks as Chap-
ter 6 explains. On the level of services, enactment paths comprise alternations for
exception occurrence that achieve business-semantics rollbacks and compensations.

The third extension relates to the management and instantiation of abstract transac-
tion constructs for safeguarding an overall composed service of an eCommunity. Fig-
ure 7.3 shows various transaction concepts organized in a feature-inheritance hierarchy.
As depicted in Figure 7.2, abstract transaction concepts safeguard a composed service
after an instantiation process, e.g., with industry standards as Section 7.4 explains.
Thus, a second class of intelligent broker needs to offer semi-automated support for
managing the hierarchy of abstract transaction concepts. Furthermore, such a broker
must offer instantiation options of a concrete ATC with an industry standard of choice.
The instantiations require on-the-fly assembly into a business-transaction framework
and assignment to the composed services of eCommunities the business-transaction
framework safeguards.

8.3 Limitations and future work

While the conceptual specifications succeed in organizing eBT-safeguarded collabora-
tion, electronic automation requires further formalization. Thus, open issues are the
semantically precise collaboration control-, and data flow. That way we aim to clarify
precise features of eBT.
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The verification of the eBT-lifecycle currently focuses on the leave services as listed
in Table 3.3 where the state-space explosion is manageable. The overall eBT-lifecycle
we simulate in a manual and automated way in CPNTools. The tested services are
either atomic refinement leaves without CPN-modules or comprise a module that itself
only contain atomic transitions. In the future, an overall verification is achievable with
more computing power available. Thus, we plan to use a computing grid for verification
that is capable of managing the state-space explosion problem.

The outlook of this chapter shows open issues for future work. First, the speci-
fications for transactional qualities of services should lead to extension proposals of
existing industry standards. Also other industry standards for service-level agreements
require a comparison to the proposed business-transaction framework to explore what
the existing standards don’t cover. Second, the abstract transaction frameworks re-
quire formalization and based on a semantically deterministic exploration about their
composability. It is also open how to precisely achieve the ATF-integration into speci-
fications for transactional qualities of a service. Secondly, the FIAT-properties relate to
each other and have a specific formal meaningfulness in the context of the CPN-defined
eBT-lifecycle. A deeper semantic exploration of the FIAT interdependencies is still
open but a prerequisite for achieving an automation realization in a cloud-computing
environment.

Finally, we plan to select respective CPN-models and design services in different
notations, e.g., from UML. The resulting set of models require implementation in a
set of prototypes that realize respective parts of the eBT-lifecycle. The objective is
o eventually have a complete implementation to permit conducting radically service-
oriented cross-enterprise collaboration in a cloud-computing environment.
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St a t e Space
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S t a t u s : P a r t i a l
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Nodes : 46630
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Secs : 6

A.2 Boundedness Properties

Best Integer Bounds

Upper Lower
BNM_select ion ’BNM 1 2 0
BNM_select ion ’ c o n f o r m a n c e _ v a l i d a t e d _ s e r v i c e _ o f f e r s 1

4 0
BNM_select ion ’ r e p o s i t o r y _ s e r v i c e _ o f f e r s 1

6 6
BNM_select ion ’ r e p o s i t o r y _ s e r v i c e _ t y p e s 1

6 6
BNM_select ion ’ r o l e _ c o u n t e r 1
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3 0
BNM_select ion ’ se lec ted_BNM_dra f t 1

3 0
r e p o s i t o r y _ a c c e s s i n g ’ BNM_drafts 1

3 3
r e p o s i t o r y _ a c c e s s i n g ’ r o l e s 1

6 6

Best Upper Multi-set Bounds

BNM_select ion ’BNM 1 2 ‘ ( 1 , 1 , 1 , f a l s e )++
2 ‘ ( 1 , 1 , 2 , f a l s e )++
2 ‘ ( 1 , 1 , 3 , f a l s e )++
2 ‘ ( 1 , 1 , 4 , f a l s e )++
2 ‘ ( 1 , 1 , 5 , f a l s e )++
2 ‘ ( 1 , 1 , 6 , f a l s e )++
2 ‘ ( 1 , 2 , 1 , f a l s e )++
2 ‘ ( 1 , 2 , 2 , f a l s e )++
2 ‘ ( 1 , 2 , 3 , f a l s e )++
2 ‘ ( 1 , 2 , 4 , f a l s e )++
2 ‘ ( 1 , 2 , 5 , f a l s e )++
2 ‘ ( 1 , 2 , 6 , f a l s e )++
2 ‘ ( 1 , 3 , 1 , f a l s e )++
2 ‘ ( 1 , 3 , 2 , f a l s e )++
2 ‘ ( 1 , 3 , 3 , f a l s e )++
2 ‘ ( 1 , 3 , 4 , f a l s e )++
2 ‘ ( 1 , 3 , 5 , f a l s e )++
2 ‘ ( 1 , 3 , 6 , f a l s e )++
2 ‘ ( 1 , 4 , 1 , f a l s e )++
2 ‘ ( 1 , 4 , 2 , f a l s e )++
2 ‘ ( 1 , 4 , 3 , f a l s e )++
2 ‘ ( 1 , 4 , 4 , f a l s e )++
2 ‘ ( 1 , 4 , 5 , f a l s e )++
2 ‘ ( 1 , 4 , 6 , f a l s e )++
2 ‘ ( 1 , 5 , 1 , f a l s e )++
2 ‘ ( 1 , 5 , 2 , f a l s e )++
2 ‘ ( 1 , 5 , 3 , f a l s e )++
2 ‘ ( 1 , 5 , 4 , f a l s e )++
2 ‘ ( 1 , 5 , 5 , f a l s e )++
2 ‘ ( 1 , 5 , 6 , f a l s e )++
2 ‘ ( 1 , 6 , 1 , f a l s e )++
2 ‘ ( 1 , 6 , 2 , f a l s e )++
2 ‘ ( 1 , 6 , 3 , f a l s e )++
2 ‘ ( 1 , 6 , 4 , f a l s e )++
2 ‘ ( 1 , 6 , 5 , f a l s e )++
2 ‘ ( 1 , 6 , 6 , f a l s e )++
2 ‘ ( 2 , 1 , 1 , f a l s e )++
2 ‘ ( 2 , 1 , 2 , f a l s e )++
2 ‘ ( 2 , 1 , 3 , f a l s e )++
2 ‘ ( 2 , 1 , 4 , f a l s e )++
2 ‘ ( 2 , 1 , 5 , f a l s e )++
2 ‘ ( 2 , 1 , 6 , f a l s e )++
2 ‘ ( 2 , 2 , 1 , f a l s e )++
2 ‘ ( 2 , 2 , 2 , f a l s e )++
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2 ‘ ( 2 , 2 , 3 , f a l s e )++
2 ‘ ( 2 , 2 , 4 , f a l s e )++
2 ‘ ( 2 , 2 , 5 , f a l s e )++
2 ‘ ( 2 , 2 , 6 , f a l s e )++
2 ‘ ( 2 , 3 , 1 , f a l s e )++
2 ‘ ( 2 , 3 , 2 , f a l s e )++
2 ‘ ( 2 , 3 , 3 , f a l s e )++
2 ‘ ( 2 , 3 , 4 , f a l s e )++
2 ‘ ( 2 , 3 , 5 , f a l s e )++
2 ‘ ( 2 , 3 , 6 , f a l s e )++
2 ‘ ( 2 , 4 , 1 , f a l s e )++
2 ‘ ( 2 , 4 , 2 , f a l s e )++
2 ‘ ( 2 , 4 , 3 , f a l s e )++
2 ‘ ( 2 , 4 , 4 , f a l s e )++
2 ‘ ( 2 , 4 , 5 , f a l s e )++
2 ‘ ( 2 , 4 , 6 , f a l s e )++
2 ‘ ( 2 , 5 , 1 , f a l s e )++
2 ‘ ( 2 , 5 , 2 , f a l s e )++
2 ‘ ( 2 , 5 , 3 , f a l s e )++
2 ‘ ( 2 , 5 , 4 , f a l s e )++
2 ‘ ( 2 , 5 , 5 , f a l s e )++
2 ‘ ( 2 , 5 , 6 , f a l s e )++
2 ‘ ( 2 , 6 , 1 , f a l s e )++
2 ‘ ( 2 , 6 , 2 , f a l s e )++
2 ‘ ( 2 , 6 , 3 , f a l s e )++
2 ‘ ( 2 , 6 , 4 , f a l s e )++
2 ‘ ( 2 , 6 , 5 , f a l s e )++
2 ‘ ( 2 , 6 , 6 , f a l s e )++
2 ‘ ( 3 , 1 , 1 , f a l s e )++
2 ‘ ( 3 , 1 , 2 , f a l s e )++
2 ‘ ( 3 , 1 , 3 , f a l s e )++
2 ‘ ( 3 , 1 , 4 , f a l s e )++
2 ‘ ( 3 , 1 , 5 , f a l s e )++
2 ‘ ( 3 , 1 , 6 , f a l s e )++
2 ‘ ( 3 , 2 , 1 , f a l s e )++
2 ‘ ( 3 , 2 , 2 , f a l s e )++
2 ‘ ( 3 , 2 , 3 , f a l s e )++
2 ‘ ( 3 , 2 , 4 , f a l s e )++
2 ‘ ( 3 , 2 , 5 , f a l s e )++
2 ‘ ( 3 , 2 , 6 , f a l s e )++
2 ‘ ( 3 , 3 , 1 , f a l s e )++
2 ‘ ( 3 , 3 , 2 , f a l s e )++
2 ‘ ( 3 , 3 , 3 , f a l s e )++
2 ‘ ( 3 , 3 , 4 , f a l s e )++
2 ‘ ( 3 , 3 , 5 , f a l s e )++
2 ‘ ( 3 , 3 , 6 , f a l s e )++
2 ‘ ( 3 , 4 , 1 , f a l s e )++
2 ‘ ( 3 , 4 , 2 , f a l s e )++
2 ‘ ( 3 , 4 , 3 , f a l s e )++
2 ‘ ( 3 , 4 , 4 , f a l s e )++
2 ‘ ( 3 , 4 , 5 , f a l s e )++
2 ‘ ( 3 , 4 , 6 , f a l s e )++
2 ‘ ( 3 , 5 , 1 , f a l s e )++
2 ‘ ( 3 , 5 , 2 , f a l s e )++
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2 ‘ ( 3 , 5 , 3 , f a l s e )++
2 ‘ ( 3 , 5 , 4 , f a l s e )++
2 ‘ ( 3 , 5 , 5 , f a l s e )++
2 ‘ ( 3 , 5 , 6 , f a l s e )++
2 ‘ ( 3 , 6 , 1 , f a l s e )++
2 ‘ ( 3 , 6 , 2 , f a l s e )++
2 ‘ ( 3 , 6 , 3 , f a l s e )++
2 ‘ ( 3 , 6 , 4 , f a l s e )++
2 ‘ ( 3 , 6 , 5 , f a l s e )++
2 ‘ ( 3 , 6 , 6 , f a l s e )

BNM_select ion ’ c o n f o r m a n c e _ v a l i d a t e d _ s e r v i c e _ o f f e r s 1
3 ‘ (1 ,1)++

3 ‘ (1 ,2)++
3 ‘ (1 ,3)++
3 ‘ (1 ,4)++
3 ‘ (1 ,5)++
3 ‘ (1 ,6)++
3 ‘ (2 ,1)++
3 ‘ (2 ,2)++
3 ‘ (2 ,3)++
4 ‘ (2 ,4)++
3 ‘ (2 ,5)++
4 ‘ (2 ,6)++
3 ‘ (3 ,1)++
3 ‘ (3 ,2)++
3 ‘ (3 ,3)++
3 ‘ (3 ,4)++
3 ‘ (3 ,5)++
3 ‘ (3 ,6)++
3 ‘ (4 ,1)++
3 ‘ (4 ,2)++
3 ‘ (4 ,3)++
3 ‘ (4 ,4)++
3 ‘ (4 ,5)++
3 ‘ (4 ,6)++
3 ‘ (5 ,1)++
3 ‘ (5 ,2)++
3 ‘ (5 ,3)++
3 ‘ (5 ,4)++
3 ‘ (5 ,5)++
3 ‘ (5 ,6)++
3 ‘ (6 ,1)++
3 ‘ (6 ,2)++
3 ‘ (6 ,3)++
3 ‘ (6 ,4)++
3 ‘ (6 ,5)++
3 ‘ ( 6 , 6 )

BNM_select ion ’ r e p o s i t o r y _ s e r v i c e _ o f f e r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6
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BNM_select ion ’ r e p o s i t o r y _ s e r v i c e _ t y p e s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

BNM_select ion ’ r o l e _ c o u n t e r 1
3 ‘ (1 ,0)++

1 ‘ (1 ,1)++
1 ‘ (1 ,2)++
3 ‘ (2 ,0)++
1 ‘ (2 ,1)++
1 ‘ (2 ,2)++
3 ‘ (3 ,0)++
1 ‘ (3 ,1)++
1 ‘ ( 3 , 2 )

BNM_select ion ’ se lec ted_BNM_dra f t 1
3 ‘ (1 ,2)++

3 ‘ (2 ,4)++
3 ‘ ( 3 , 3 )

r e p o s i t o r y _ a c c e s s i n g ’ BNM_drafts 1
1 ‘ (1 ,2)++

1 ‘ (2 ,4)++
1 ‘ ( 3 , 3 )

r e p o s i t o r y _ a c c e s s i n g ’ r o l e s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

Best Lower Multi-set Bounds

BNM_select ion ’BNM 1 empty
BNM_select ion ’ c o n f o r m a n c e _ v a l i d a t e d _ s e r v i c e _ o f f e r s 1

empty
BNM_select ion ’ r e p o s i t o r y _ s e r v i c e _ o f f e r s 1

1 ‘1++
1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

BNM_select ion ’ r e p o s i t o r y _ s e r v i c e _ t y p e s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

BNM_select ion ’ r o l e _ c o u n t e r 1
empty

BNM_select ion ’ se lec ted_BNM_dra f t 1
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empty
r e p o s i t o r y _ a c c e s s i n g ’ BNM_drafts 1

1 ‘ (1 ,2)++
1 ‘ (2 ,4)++
1 ‘ ( 3 , 3 )

r e p o s i t o r y _ a c c e s s i n g ’ r o l e s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

A.3 Home Properties

Home Markings None

A.4 Liveness Properties
Dead Markings 44174 [9999,9998,9997,9996,9995,...]

Dead Transition Instances None
Live Transition Instances None

A.5 Fairness Properties
No infinite occurrence sequences.
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B.1 Statistics

St a t e Space
Nodes : 940
Arcs : 1598
Secs : 0
S t a t u s : F u l l

Scc Graph
Nodes : 940
Arcs : 1598
Secs : 0

B.2 Boundedness Properties
Best Integer Bounds

Upper Lower
f i n a l i z e ’D 1 1 0
f i n a l i z e ’E 1 1 0
f i n a l i z e ’F 1 1 0
f i n a l i z e ’ eCommunity 1 1 0
f i n a l i z e ’ f i n a l i z i n g _ c o u n t 1

1 1
i n t e r o p e r a b i l i t y _ c h e c k i n g ’A 1

1 0
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i n t e r o p e r a b i l i t y _ c h e c k i n g ’B 1
1 0

i n t e r o p e r a b i l i t y _ c h e c k i n g ’C 1
1 0

i n t e r o p e r a b i l i t y _ c h e c k i n g ’ p i c k e d _ s o u r c e 1
1 0

i n t e r o p e r a b i l i t y _ c h e c k i n g ’ p i c k e d _ t a r g e t 1
1 0

i n t e r o p e r a b i l i t y _ c h e c k i n g ’ s t o r e d _ c o u n t 1
1 0

p o p u l a t e ’A 1 1 0
p o p u l a t e ’BNM 1 3 3
p o p u l a t e ’ c h a n n e l _ c o u n t e r 1

1 1
p o p u l a t e ’ channe l_number 1

1 0
p o p u l a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

2 0
p o p u l a t e ’ c o n f o r m a n c e _ v a l i d a t e d _ s e r v i c e _ o f f e r s 1

3 3
p o p u l a t e ’ e C o n t r a c t _ p r o p o s a l 1

1 0
p o p u l a t e ’ e n a b l e _ c o m p l e t i o n 1

1 0
p o p u l a t e ’ e n a b l e _ p o p u l a t i n g 1

1 0
p o p u l a t e ’ enab led_ch e ck in g 1

1 0
p o p u l a t e ’ i n _ p o p u l a t i o n 1

1 0
p o p u l a t e ’ p o p u l a t e d 1 3 0
p o p u l a t e ’ p o p u l a t i n g _ c o u n t 1

1 0
p o p u l a t e ’ p o p u l a t i o n _ c o u n t e r 1

1 1
p o p u l a t e ’ r o l e _ c o u n t e r 1 1 1
p o p u l a t e ’ r o l es_number 1 1 0
p o p u l a t e ’ se lec ted_BNM_dra f t 1

1 1
p o p u l a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

3 0
p o p u l a t e ’ s t a r t _ l i f e c y c l e 1

1 0

Best Upper Multi-set Bounds

f i n a l i z e ’D 1 1 ‘1
f i n a l i z e ’E 1 1 ‘1
f i n a l i z e ’F 1 1 ‘1
f i n a l i z e ’ eCommunity 1

1 ‘1
f i n a l i z e ’ f i n a l i z i n g _ c o u n t 1

1 ‘1++
1 ‘2++
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1 ‘3++
1 ‘4

i n t e r o p e r a b i l i t y _ c h e c k i n g ’A 1
1 ‘1

i n t e r o p e r a b i l i t y _ c h e c k i n g ’B 1
1 ‘1

i n t e r o p e r a b i l i t y _ c h e c k i n g ’C 1
1 ‘1

i n t e r o p e r a b i l i t y _ c h e c k i n g ’ p i c k e d _ s o u r c e 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ ( 1 , 3 , 1 , 3 )

i n t e r o p e r a b i l i t y _ c h e c k i n g ’ p i c k e d _ t a r g e t 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ ( 1 , 3 , 1 , 3 )

i n t e r o p e r a b i l i t y _ c h e c k i n g ’ s t o r e d _ c o u n t 1
1 ‘ (3 ,1)++

1 ‘ ( 3 , 2 )
p o p u l a t e ’A 1 1 ‘1
p o p u l a t e ’BNM 1 1 ‘ ( 1 , 1 , 1 , f a l s e )++

1 ‘ ( 1 , 1 , 1 , t r u e )++
1 ‘ ( 1 , 2 , 2 , f a l s e )++
1 ‘ ( 1 , 2 , 2 , t r u e )++
1 ‘ ( 1 , 3 , 3 , f a l s e )++
1 ‘ ( 1 , 3 , 3 , t r u e )

p o p u l a t e ’ c h a n n e l _ c o u n t e r 1
1 ‘0++

1 ‘1++
1 ‘2

p o p u l a t e ’ channe l_number 1
1 ‘ ( 1 , 2 )

p o p u l a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
1 ‘ (1 ,1 ,2 ,0 )++

1 ‘ (1 ,1 ,2 ,1 )++
1 ‘ (1 ,1 ,3 ,0 )++
1 ‘ (1 ,1 ,3 ,1 )++
1 ‘ (1 ,2 ,1 ,0 )++
1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ (1 ,2 ,3 ,0 )++
1 ‘ (1 ,2 ,3 ,1 )++
1 ‘ (1 ,3 ,1 ,0 )++
1 ‘ (1 ,3 ,1 ,1 )++
1 ‘ (1 ,3 ,2 ,0 )++
1 ‘ ( 1 , 3 , 2 , 1 )

p o p u l a t e ’ c o n f o r m a n c e _ v a l i d a t e d _ s e r v i c e _ o f f e r s 1
1 ‘ (1 ,1)++

1 ‘ (2 ,2)++
1 ‘ ( 3 , 3 )

p o p u l a t e ’ e C o n t r a c t _ p r o p o s a l 1
1 ‘ (1 ,1 , t rue )

p o p u l a t e ’ e n a b l e _ c o m p l e t i o n 1
1 ‘1

p o p u l a t e ’ e n a b l e _ p o p u l a t i n g 1
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1 ‘1
p o p u l a t e ’ enab led_ch e ck in g 1

1 ‘3
p o p u l a t e ’ i n _ p o p u l a t i o n 1

1 ‘ ( 1 , 1 , 2 )
p o p u l a t e ’ p o p u l a t e d 1

1 ‘ (1 ,1 ,1 ,1 )++
1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ ( 1 , 3 , 1 , 3 )

p o p u l a t e ’ p o p u l a t i n g _ c o u n t 1
1 ‘ (0 ,2)++

1 ‘ (1 ,2)++
1 ‘ (2 ,2)++
1 ‘ (3 ,0)++
1 ‘ (3 ,1)++
1 ‘ ( 3 , 2 )

p o p u l a t e ’ p o p u l a t i o n _ c o u n t e r 1
1 ‘1++

1 ‘2++
1 ‘3

p o p u l a t e ’ r o l e _ c o u n t e r 1
1 ‘ ( 1 , 3 )

p o p u l a t e ’ r o l es_number 1
1 ‘ ( 1 , 3 )

p o p u l a t e ’ se lec ted_BNM_dra f t 1
1 ‘ ( 1 , 2 )

p o p u l a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
1 ‘ ( 1 , 1 , 1 , f a l s e )++

1 ‘ ( 1 , 2 , 2 , f a l s e )++
1 ‘ ( 1 , 3 , 3 , f a l s e )

p o p u l a t e ’ s t a r t _ l i f e c y c l e 1
1 ‘1

Best Lower Multi-set Bounds

f i n a l i z e ’D 1 empty
f i n a l i z e ’E 1 empty
f i n a l i z e ’F 1 empty
f i n a l i z e ’ eCommunity 1

empty
f i n a l i z e ’ f i n a l i z i n g _ c o u n t 1

empty
i n t e r o p e r a b i l i t y _ c h e c k i n g ’A 1

empty
i n t e r o p e r a b i l i t y _ c h e c k i n g ’B 1

empty
i n t e r o p e r a b i l i t y _ c h e c k i n g ’C 1

empty
i n t e r o p e r a b i l i t y _ c h e c k i n g ’ p i c k e d _ s o u r c e 1

empty
i n t e r o p e r a b i l i t y _ c h e c k i n g ’ p i c k e d _ t a r g e t 1

empty
i n t e r o p e r a b i l i t y _ c h e c k i n g ’ s t o r e d _ c o u n t 1

empty
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p o p u l a t e ’A 1 empty
p o p u l a t e ’BNM 1 empty
p o p u l a t e ’ c h a n n e l _ c o u n t e r 1

empty
p o p u l a t e ’ channe l_number 1

empty
p o p u l a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

empty
p o p u l a t e ’ c o n f o r m a n c e _ v a l i d a t e d _ s e r v i c e _ o f f e r s 1

1 ‘ (1 ,1)++
1 ‘ (2 ,2)++
1 ‘ ( 3 , 3 )

p o p u l a t e ’ e C o n t r a c t _ p r o p o s a l 1
empty

p o p u l a t e ’ e n a b l e _ c o m p l e t i o n 1
empty

p o p u l a t e ’ e n a b l e _ p o p u l a t i n g 1
empty

p o p u l a t e ’ enab led_che c k in g 1
empty

p o p u l a t e ’ i n _ p o p u l a t i o n 1
empty

p o p u l a t e ’ p o p u l a t e d 1
empty

p o p u l a t e ’ p o p u l a t i n g _ c o u n t 1
empty

p o p u l a t e ’ p o p u l a t i o n _ c o u n t e r 1
empty

p o p u l a t e ’ r o l e _ c o u n t e r 1
1 ‘ ( 1 , 3 )

p o p u l a t e ’ r o l es_number 1
empty

p o p u l a t e ’ se lec ted_BNM_draf t 1
1 ‘ ( 1 , 2 )

p o p u l a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
empty

p o p u l a t e ’ s t a r t _ l i f e c y c l e 1
empty

B.3 Home Properties

Home Markings None

B.4 Liveness Properties

Dead Markings 72 [940,939,938,937,936,...]

Dead Transition Instances None

Live Transition Instances None
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B.5 Fairness Properties
No infinite occurrence sequences.
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C.1 Statistics

St a t e Space
Nodes : 6010
Arcs : 14759
Secs : 7
S t a t u s : F u l l

Scc Graph
Nodes : 6010
Arcs : 11253
Secs : 0

C.2 Boundedness Properties

Best Integer Bounds

Upper Lower
a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1

1 0
a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1

1 0
a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1

0 0
a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
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1 1
c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ chosen 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1

1 1
d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1

0 0
d i s a g r e e i n g ’ e n a b l e _ r e 1 0 0
d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1

0 0
d i s a g r e e i n g ’ need_to_merge 1

0 0
d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1

1 1
d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1

0 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1

0 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1

0 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1

0 0
n e g o t i a t e ’ ag reed_coun t 1

1 1
n e g o t i a t e ’ cance led_agre em en t 1

0 0
n e g o t i a t e ’ channe l_number 1

1 1
n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

2 2
n e g o t i a t e ’ d i s a b l e 1 0 0
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

3 0
n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1

1 1
n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1

1 0
n e g o t i a t e ’ eCon t rac t_ou t come 1

1 0
n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1

1 1
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

0 0
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

1 0
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

0 0
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1
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1 0
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

1 0
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

3 0
n e g o t i a t e ’ p a r t n e r _ c o u n t 1

1 0
n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1

3 0
n e g o t i a t e ’ p e r m i t _ a g r e e 1

1 0
n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1

1 0
n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1

6 6
n e g o t i a t e ’ r o l es_number 1

1 1
n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

3 3

Best Upper Multi-set Bounds

a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1
1 ‘ (1 ,1 , t r u e )

a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1
1 ‘1

a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1
1 ‘0++

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ chosen 1

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1

1 ‘""++
1 ‘"SPEC"

d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1
empty

d i s a g r e e i n g ’ e n a b l e _ r e 1
empty

d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1
empty

d i s a g r e e i n g ’ need_to_merge 1
empty

d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1
1 ‘0

d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1
empty
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d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1
empty

n e g o t i a t e ’ ag reed_coun t 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ cance led_agre em en t 1
empty

n e g o t i a t e ’ channe l_number 1
1 ‘ ( 1 , 2 )

n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
1 ‘ (1 ,1 ,2 ,0 )++

1 ‘ ( 1 , 1 , 3 , 1 )
n e g o t i a t e ’ d i s a b l e 1 empty
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

3 ‘ (1 ,1 ,1 )++
3 ‘ (1 ,1 ,2 )++
3 ‘ (1 ,1 ,3 )++
3 ‘ (1 ,1 ,4 )++
3 ‘ (1 ,1 ,5 )++
3 ‘ ( 1 , 1 , 6 )

n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1
1 ‘ (1 ,3 , f a l s e )

n e g o t i a t e ’ eCon t rac t_ou t come 1
1 ‘ (1 ,1 , t r u e , f a l s e )

n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1
1 ‘ (1 ,1 , f a l s e)++

1 ‘ (1 ,1 , t rue )
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

empty
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

1 ‘1
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

empty
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

1 ‘ (1 , " ag reed " )++
1 ‘ (2 , " ag reed " )++
1 ‘ (3 , " ag reed " )

n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1
1 ‘ ( 1 , 1 )

n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1
1 ‘ ( 1 , 1 , 1 , f a l s e)++

1 ‘ ( 1 , 1 , 2 , f a l s e)++
1 ‘ ( 1 , 1 , 3 , f a l s e)++
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1 ‘ ( 1 , 2 , 1 , f a l s e)++
1 ‘ ( 1 , 2 , 2 , f a l s e)++
1 ‘ ( 1 , 2 , 3 , f a l s e)++
1 ‘ ( 1 , 3 , 1 , f a l s e)++
1 ‘ ( 1 , 3 , 2 , f a l s e)++
1 ‘ ( 1 , 3 , 3 , f a l s e)++
1 ‘ ( 1 , 4 , 1 , f a l s e)++
1 ‘ ( 1 , 4 , 2 , f a l s e)++
1 ‘ ( 1 , 4 , 3 , f a l s e)++
1 ‘ ( 1 , 5 , 1 , f a l s e)++
1 ‘ ( 1 , 5 , 2 , f a l s e)++
1 ‘ ( 1 , 5 , 3 , f a l s e)++
1 ‘ ( 1 , 6 , 1 , f a l s e)++
1 ‘ ( 1 , 6 , 2 , f a l s e)++
1 ‘ ( 1 , 6 , 3 , f a l s e )

n e g o t i a t e ’ p a r t n e r _ c o u n t 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1
1 ‘ ( 1 , 1 , 1 , 1 ,f a l s e)++

1 ‘ ( 1 , 1 , 1 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 2 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 2 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 3 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 3 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 4 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 4 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 5 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 5 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 6 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 6 , 1 ,t rue )++
1 ‘ ( 1 , 2 , 1 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 1 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 2 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 2 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 3 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 3 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 4 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 4 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 5 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 5 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 6 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 6 , 2 ,t rue )++
1 ‘ ( 1 , 3 , 1 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 1 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 2 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 2 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 3 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 3 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 4 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 4 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 5 , 3 ,f a l s e)++
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1 ‘ ( 1 , 3 , 5 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 6 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 6 , 3 ,t rue )

n e g o t i a t e ’ p e r m i t _ a g r e e 1
1 ‘1

n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1
1 ‘1

n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

n e g o t i a t e ’ r o l es_number 1
1 ‘ ( 1 , 3 )

n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
1 ‘ ( 1 , 1 , 1 , f a l s e )++

1 ‘ ( 1 , 1 , 1 , t r u e )++
1 ‘ ( 1 , 2 , 2 , f a l s e )++
1 ‘ ( 1 , 2 , 2 , t r u e )++
1 ‘ ( 1 , 3 , 3 , f a l s e )++
1 ‘ ( 1 , 3 , 3 , t r u e )

Best Lower Multi-set Bounds

a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1
empty

c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1
empty

c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1
empty

c o n t r a c t _ e x t r a c t i o n ’ chosen 1
empty

c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1
empty

d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1
empty

d i s a g r e e i n g ’ e n a b l e _ r e 1
empty

d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1
empty

d i s a g r e e i n g ’ need_to_merge 1
empty

d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1
1 ‘0
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d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_chan n e l_ r em ov a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1
empty

n e g o t i a t e ’ ag reed_cou n t 1
empty

n e g o t i a t e ’ cance led_ag ree m en t 1
empty

n e g o t i a t e ’ channe l_number 1
1 ‘ ( 1 , 2 )

n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
1 ‘ (1 ,1 ,2 ,0 )++

1 ‘ ( 1 , 1 , 3 , 1 )
n e g o t i a t e ’ d i s a b l e 1 empty
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

empty
n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1

empty
n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1

empty
n e g o t i a t e ’ eCon t rac t_ou t come 1

empty
n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1

empty
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

empty
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

empty
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

empty
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

empty
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

empty
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

empty
n e g o t i a t e ’ p a r t n e r _ c o u n t 1

empty
n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1

empty
n e g o t i a t e ’ p e r m i t _ a g r e e 1

empty
n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1

empty
n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1

1 ‘1++
1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
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1 ‘6
n e g o t i a t e ’ r o l es_number 1

1 ‘ ( 1 , 3 )
n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

empty

C.3 Home Properties
Home Markings None

C.4 Liveness Properties
Dead Markings 216 [6010,6009,6008,6007,6006,...]

Dead Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e i n g ’ c a l c u l a t e _ e m p t y i n g 1
d i s a g r e e i n g ’ e m p t y _ d i s t r i b u t i o n 1
d i s a g r e e i n g ’ p r e p a r e _ p a r t n e r s _ f o r _ r e 1
d i s a g r e e i n g ’ r e 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ remove_channe ls 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ g a t h e r e d _ p a r t n e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ u n r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ s e t _ f a l s e _ o u t c o m e 1
n e g o t i a t e ’ d i s a g r e e 1
n e g o t i a t e ’ m a k e _ c o u n t e r o f f e r 1

Live Transition Instances None

C.5 Fairness Properties
Impartial Transition Instances None

Fair Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ check_agreed 1
a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ s e r v i c e _ o f f e r s 1
a g r e e m e n t _ f i n a l i z i n g ’ s e t _ t r u e _ o u t c o m e 1
a g r e e m e n t _ f i n a l i z i n g ’ w i t h d r a w _ e x t r a c t e d _ p a r t n e r s 1
c o n t r a c t _ e x t r a c t i o n ’ e x t r a c t _ e C o n t r a c t _ p r o p o s a l 1
c o n t r a c t _ e x t r a c t i o n ’ merge_specs 1
c o n t r a c t _ e x t r a c t i o n ’ pick_eCommunity 1
d i s a g r e e i n g ’ c a l c u l a t e _ e m p t y i n g 1
d i s a g r e e i n g ’ e m p t y _ d i s t r i b u t i o n 1
d i s a g r e e i n g ’ p r e p a r e _ p a r t n e r s _ f o r _ r e 1
d i s a g r e e i n g ’ r e 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ remove_channe ls 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ g a t h e r e d _ p a r t n e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ u n r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ s e t _ f a l s e _ o u t c o m e 1
n e g o t i a t e ’ d i s a g r e e 1
n e g o t i a t e ’ m a k e _ c o u n t e r o f f e r 1
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Just Transition Instances None
Transition Instances with No Fairness

c o n t r a c t _ e x t r a c t i o n ’ e x t r a c t _ p a r t n e r s 1
n e g o t i a t e ’ ag ree 1
n e g o t i a t e ’ d i s t r i b u t e _ e C o n t r a c t _ t o _ p a r t n e r s 1
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St a t e Space
Nodes : 6010
Arcs : 15953
Secs : 6
S t a t u s : F u l l

Scc Graph
Nodes : 1246
Arcs : 3549
Secs : 0

D.2 Boundedness Properties
Best Integer Bounds

Upper Lower
a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1

0 0
a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1

0 0
a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
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0 0
a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1

1 1
c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ chosen 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1

1 1
d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1

1 0
d i s a g r e e i n g ’ e n a b l e _ r e 1 1 0
d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1

0 0
d i s a g r e e i n g ’ need_to_merge 1

1 0
d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1

1 1
d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1

1 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1

0 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1

0 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1

0 0
n e g o t i a t e ’ ag reed_coun t 1

1 1
n e g o t i a t e ’ cance led_agre em en t 1

1 0
n e g o t i a t e ’ channe l_number 1

1 1
n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

2 2
n e g o t i a t e ’ d i s a b l e 1 0 0
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

3 0
n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1

1 1
n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1

0 0
n e g o t i a t e ’ eCon t rac t_ou t come 1

0 0
n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1

1 1
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

0 0
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

1 0
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1
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0 0
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

0 0
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

1 0
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

0 0
n e g o t i a t e ’ p a r t n e r _ c o u n t 1

1 0
n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1

3 0
n e g o t i a t e ’ p e r m i t _ a g r e e 1

1 0
n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1

1 0
n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1

6 6
n e g o t i a t e ’ r o l es_number 1

1 1
n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

3 3

Best Upper Multi-set Bounds

a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1
1 ‘0++

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ chosen 1

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1

1 ‘""++
1 ‘"SPEC"

d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1
1 ‘ ( 1 , 1 )

d i s a g r e e i n g ’ e n a b l e _ r e 1
1 ‘1

d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1
empty

d i s a g r e e i n g ’ need_to_merge 1
1 ‘ ( 1 , 1 )

d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1
1 ‘0++
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1 ‘1++
1 ‘2

d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1
1 ‘ ( 1 , 1 , 1 , " c o u n t e r ")++

1 ‘ ( 1 , 1 , 2 , " c o u n t e r ")++
1 ‘ ( 1 , 1 , 3 , " c o u n t e r " )

d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1
empty

n e g o t i a t e ’ ag reed_coun t 1
1 ‘0

n e g o t i a t e ’ cance led_agre em en t 1
1 ‘ (1 ,1 , " c o u n t e r " )

n e g o t i a t e ’ channe l_number 1
1 ‘ ( 1 , 2 )

n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
1 ‘ (1 ,1 ,2 ,0 )++

1 ‘ ( 1 , 1 , 3 , 1 )
n e g o t i a t e ’ d i s a b l e 1 empty
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

3 ‘ (1 ,1 ,1 )++
3 ‘ (1 ,1 ,2 )++
3 ‘ (1 ,1 ,3 )++
3 ‘ (1 ,1 ,4 )++
3 ‘ (1 ,1 ,5 )++
3 ‘ ( 1 , 1 , 6 )

n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1
empty

n e g o t i a t e ’ eCon t rac t_ou t come 1
empty

n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1
1 ‘ (1 ,1 , f a l s e)++

1 ‘ (1 ,1 , t rue )
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

empty
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

1 ‘1
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

empty
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

empty
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

1 ‘ ( 1 , 1 )
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

empty
n e g o t i a t e ’ p a r t n e r _ c o u n t 1
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1 ‘0++
1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1
1 ‘ ( 1 , 1 , 1 , 1 ,f a l s e)++

1 ‘ ( 1 , 1 , 1 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 2 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 2 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 3 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 3 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 4 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 4 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 5 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 5 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 6 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 6 , 1 ,t rue )++
1 ‘ ( 1 , 2 , 1 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 1 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 2 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 2 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 3 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 3 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 4 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 4 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 5 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 5 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 6 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 6 , 2 ,t rue )++
1 ‘ ( 1 , 3 , 1 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 1 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 2 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 2 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 3 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 3 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 4 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 4 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 5 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 5 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 6 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 6 , 3 ,t rue )

n e g o t i a t e ’ p e r m i t _ a g r e e 1
1 ‘1

n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1
1 ‘1

n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

n e g o t i a t e ’ r o l es_number 1
1 ‘ ( 1 , 3 )



122 APPENDIX D. NEGOTIATE WITH FORCED COUNTEROFFER

n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
1 ‘ ( 1 , 1 , 1 , f a l s e )++

1 ‘ ( 1 , 1 , 1 , t r u e )++
1 ‘ ( 1 , 2 , 2 , f a l s e )++
1 ‘ ( 1 , 2 , 2 , t r u e )++
1 ‘ ( 1 , 3 , 3 , f a l s e )++
1 ‘ ( 1 , 3 , 3 , t r u e )

Best Lower Multi-set Bounds

a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1
empty

c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1
empty

c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1
empty

c o n t r a c t _ e x t r a c t i o n ’ chosen 1
empty

c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1
empty

d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1
empty

d i s a g r e e i n g ’ e n a b l e _ r e 1
empty

d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1
empty

d i s a g r e e i n g ’ need_to_merge 1
empty

d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1
empty

d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1
empty

n e g o t i a t e ’ ag reed_coun t 1
1 ‘0

n e g o t i a t e ’ cance led_agre em en t 1
empty

n e g o t i a t e ’ channe l_number 1
1 ‘ ( 1 , 2 )

n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
1 ‘ (1 ,1 ,2 ,0 )++
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1 ‘ ( 1 , 1 , 3 , 1 )
n e g o t i a t e ’ d i s a b l e 1 empty
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

empty
n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1

empty
n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1

empty
n e g o t i a t e ’ eCon t rac t_ou t come 1

empty
n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1

empty
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

empty
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

empty
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

empty
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

empty
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

empty
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

empty
n e g o t i a t e ’ p a r t n e r _ c o u n t 1

empty
n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1

empty
n e g o t i a t e ’ p e r m i t _ a g r e e 1

empty
n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1

empty
n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1

1 ‘1++
1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

n e g o t i a t e ’ r o l es_number 1
1 ‘ ( 1 , 3 )

n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
empty

D.3 Home Properties
Home Markings None

D.4 Liveness Properties

Dead Markings None
Dead Transition Instances
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a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ s e r v i c e _ o f f e r s 1
a g r e e m e n t _ f i n a l i z i n g ’ s e t _ t r u e _ o u t c o m e 1
a g r e e m e n t _ f i n a l i z i n g ’ w i t h d r a w _ e x t r a c t e d _ p a r t n e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ remove_channe ls 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ g a t h e r e d _ p a r t n e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ u n r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ s e t _ f a l s e _ o u t c o m e 1
n e g o t i a t e ’ ag ree 1
n e g o t i a t e ’ d i s a g r e e 1

Live Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ check_agreed 1
d i s a g r e e i n g ’ c a l c u l a t e _ e m p t y i n g 1
d i s a g r e e i n g ’ e m p t y _ d i s t r i b u t i o n 1
d i s a g r e e i n g ’ p r e p a r e _ p a r t n e r s _ f o r _ r e 1
d i s a g r e e i n g ’ r e 1
n e g o t i a t e ’ d i s t r i b u t e _ e C o n t r a c t _ t o _ p a r t n e r s 1
n e g o t i a t e ’ m a k e _ c o u n t e r o f f e r 1

D.5 Fairness Properties
Impartial Transition Instances None

Fair Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ s e r v i c e _ o f f e r s 1
a g r e e m e n t _ f i n a l i z i n g ’ s e t _ t r u e _ o u t c o m e 1
a g r e e m e n t _ f i n a l i z i n g ’ w i t h d r a w _ e x t r a c t e d _ p a r t n e r s 1
c o n t r a c t _ e x t r a c t i o n ’ e x t r a c t _ e C o n t r a c t _ p r o p o s a l 1
c o n t r a c t _ e x t r a c t i o n ’ merge_specs 1
c o n t r a c t _ e x t r a c t i o n ’ pick_eCommunity 1
d i s a g r e e i n g ’ p r e p a r e _ p a r t n e r s _ f o r _ r e 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ remove_channe ls 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ g a t h e r e d _ p a r t n e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ u n r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ s e t _ f a l s e _ o u t c o m e 1
n e g o t i a t e ’ ag ree 1
n e g o t i a t e ’ d i s a g r e e 1

Just Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ check_agreed 1

Transition Instances with No Fairness

c o n t r a c t _ e x t r a c t i o n ’ e x t r a c t _ p a r t n e r s 1
d i s a g r e e i n g ’ c a l c u l a t e _ e m p t y i n g 1
d i s a g r e e i n g ’ e m p t y _ d i s t r i b u t i o n 1
d i s a g r e e i n g ’ r e 1
n e g o t i a t e ’ d i s t r i b u t e _ e C o n t r a c t _ t o _ p a r t n e r s 1
n e g o t i a t e ’ m a k e _ c o u n t e r o f f e r 1
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Upper Lower
a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1

0 0
a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1

0 0
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1 0
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1 1
c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ chosen 1

1 0
c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1

1 1
d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1

0 0
d i s a g r e e i n g ’ e n a b l e _ r e 1 0 0
d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1

1 0
d i s a g r e e i n g ’ need_to_merge 1

0 0
d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1

1 1
d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1

1 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1

1 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1

1 0
d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1

1 0
n e g o t i a t e ’ ag reed_coun t 1

1 1
n e g o t i a t e ’ cance led_agre em en t 1

1 0
n e g o t i a t e ’ channe l_number 1

1 0
n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

2 0
n e g o t i a t e ’ d i s a b l e 1 0 0
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

3 0
n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1

1 1
n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1

0 0
n e g o t i a t e ’ eCon t rac t_ou t come 1

1 0
n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1

1 0
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

1 0
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

1 0
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

1 0
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1
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1 0
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

1 0
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

3 0
n e g o t i a t e ’ p a r t n e r _ c o u n t 1

1 0
n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1

3 0
n e g o t i a t e ’ p e r m i t _ a g r e e 1

1 0
n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1

1 0
n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1

6 6
n e g o t i a t e ’ r o l es_number 1

1 0
n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

3 0

Best Upper Multi-set Bounds

a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
1 ‘1

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
1 ‘1++

1 ‘2++
1 ‘3

c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1
1 ‘1

c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1
1 ‘0++

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ chosen 1

1 ‘1
c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1

1 ‘""++
1 ‘"SPEC"

d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1
empty

d i s a g r e e i n g ’ e n a b l e _ r e 1
empty

d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1
1 ‘ ( 1 , 1 )

d i s a g r e e i n g ’ need_to_merge 1
empty

d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1
1 ‘0
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d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1
1 ‘ ( 1 , 1 , 1 , " d i s a g r e e ")++

1 ‘ ( 1 , 1 , 2 , " d i s a g r e e ")++
1 ‘ ( 1 , 1 , 3 , " d i s a g r e e " )

d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_cha nn e l_ rem o v a l 1
1 ‘1

d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1
1 ‘1

d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1
1 ‘1++

1 ‘2++
1 ‘3

n e g o t i a t e ’ ag reed_coun t 1
1 ‘0

n e g o t i a t e ’ cance led_agre em en t 1
1 ‘ (1 ,1 , " d i s a g r e e " )

n e g o t i a t e ’ channe l_number 1
1 ‘ (1 ,1)++

1 ‘ ( 1 , 2 )
n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

1 ‘ (1 ,1 ,2 ,0 )++
1 ‘ ( 1 , 1 , 3 , 1 )

n e g o t i a t e ’ d i s a b l e 1 empty
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

3 ‘ (1 ,1 ,1 )++
3 ‘ (1 ,1 ,2 )++
3 ‘ (1 ,1 ,3 )++
3 ‘ (1 ,1 ,4 )++
3 ‘ (1 ,1 ,5 )++
3 ‘ ( 1 , 1 , 6 )

n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1
empty

n e g o t i a t e ’ eCon t rac t_ou t come 1
1 ‘ (1 ,1 , f a l s e , f a l s e )

n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1
1 ‘ (1 ,1 , f a l s e)++

1 ‘ (1 ,1 , t rue )
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

1 ‘1
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

1 ‘1
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

1 ‘1
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

1 ‘ (1 , " d i s a g r e e " )++
1 ‘ (2 , " d i s a g r e e " )++
1 ‘ (3 , " d i s a g r e e " )

n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1
1 ‘ ( 1 , 1 )
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n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1
1 ‘ ( 1 , 1 , 1 , f a l s e)++

1 ‘ ( 1 , 1 , 2 , f a l s e)++
1 ‘ ( 1 , 1 , 3 , f a l s e)++
1 ‘ ( 1 , 2 , 1 , f a l s e)++
1 ‘ ( 1 , 2 , 2 , f a l s e)++
1 ‘ ( 1 , 2 , 3 , f a l s e)++
1 ‘ ( 1 , 3 , 1 , f a l s e)++
1 ‘ ( 1 , 3 , 2 , f a l s e)++
1 ‘ ( 1 , 3 , 3 , f a l s e)++
1 ‘ ( 1 , 4 , 1 , f a l s e)++
1 ‘ ( 1 , 4 , 2 , f a l s e)++
1 ‘ ( 1 , 4 , 3 , f a l s e)++
1 ‘ ( 1 , 5 , 1 , f a l s e)++
1 ‘ ( 1 , 5 , 2 , f a l s e)++
1 ‘ ( 1 , 5 , 3 , f a l s e)++
1 ‘ ( 1 , 6 , 1 , f a l s e)++
1 ‘ ( 1 , 6 , 2 , f a l s e)++
1 ‘ ( 1 , 6 , 3 , f a l s e )

n e g o t i a t e ’ p a r t n e r _ c o u n t 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1
1 ‘ ( 1 , 1 , 1 , 1 ,f a l s e)++

1 ‘ ( 1 , 1 , 1 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 2 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 2 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 3 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 3 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 4 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 4 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 5 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 5 , 1 ,t rue )++
1 ‘ ( 1 , 1 , 6 , 1 ,f a l s e)++
1 ‘ ( 1 , 1 , 6 , 1 ,t rue )++
1 ‘ ( 1 , 2 , 1 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 1 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 2 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 2 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 3 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 3 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 4 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 4 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 5 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 5 , 2 ,t rue )++
1 ‘ ( 1 , 2 , 6 , 2 ,f a l s e)++
1 ‘ ( 1 , 2 , 6 , 2 ,t rue )++
1 ‘ ( 1 , 3 , 1 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 1 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 2 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 2 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 3 , 3 ,f a l s e)++
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1 ‘ ( 1 , 3 , 3 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 4 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 4 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 5 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 5 , 3 ,t rue )++
1 ‘ ( 1 , 3 , 6 , 3 ,f a l s e)++
1 ‘ ( 1 , 3 , 6 , 3 ,t rue )

n e g o t i a t e ’ p e r m i t _ a g r e e 1
1 ‘1

n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1
1 ‘1

n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

n e g o t i a t e ’ r o l es_number 1
1 ‘ (1 ,1)++

1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
1 ‘ ( 1 , 1 , 1 , f a l s e )++

1 ‘ ( 1 , 1 , 1 , t r u e )++
1 ‘ ( 1 , 2 , 2 , f a l s e )++
1 ‘ ( 1 , 2 , 2 , t r u e )++
1 ‘ ( 1 , 3 , 3 , f a l s e )++
1 ‘ ( 1 , 3 , 3 , t r u e )

Best Lower Multi-set Bounds

a g r e e m e n t _ f i n a l i z i n g ’ ag reed 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ a l l _ e x t r a c t e d 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ o f f e r s _ r e s e t 1
empty

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ c o u n t e r 1
empty

c o n t r a c t _ e x t r a c t i o n ’ a l l _ p a r t n e r s _ e x t r a c t e d 1
empty

c o n t r a c t _ e x t r a c t i o n ’ c h a n n e l _ c o u n t e r 1
empty

c o n t r a c t _ e x t r a c t i o n ’ channe ls_merged 1
empty

c o n t r a c t _ e x t r a c t i o n ’ chosen 1
empty

c o n t r a c t _ e x t r a c t i o n ’ merged_channe l_spec 1
empty

d i s a g r e e i n g ’ e n a b l e _ p a r t n e r _ p r e p a r a t i o n 1
empty

d i s a g r e e i n g ’ e n a b l e _ r e 1
empty
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d i s a g r e e i n g ’ e n a b l e _ t e r m i n a t i o n 1
empty

d i s a g r e e i n g ’ need_to_merge 1
empty

d i s a g r e e i n g ’ p a r t n e r _ p r e p a r a t i o n _ c o u n t e r 1
1 ‘0

d i s a g r e e i n g ’ r e m a i n i n g _ d i s t r i b u t e d _ e C o n t r a c t s 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ enab le_chan n e l_ r em ov a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ e n a b l e _ s e r v i c e _ o f f e r _ r e m o v a l 1
empty

d i s a g r e e m e n t _ f i n a l i z i n g ’ p a r t n e r _ r e m o v a l _ c o u n t e r 1
empty

n e g o t i a t e ’ ag reed_cou n t 1
1 ‘0

n e g o t i a t e ’ cance led_ag ree m en t 1
empty

n e g o t i a t e ’ channe l_number 1
empty

n e g o t i a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
empty

n e g o t i a t e ’ d i s a b l e 1 empty
n e g o t i a t e ’ d i s t r i b u t e d _ e C o n t r a c t _ p r o p o s a l s 1

empty
n e g o t i a t e ’ d i s t r i b u t i o n _ c o u n t 1

empty
n e g o t i a t e ’ d i s t r i b u t i o n _ n u m b e r 1

empty
n e g o t i a t e ’ eCon t rac t_ou t come 1

empty
n e g o t i a t e ’ e C o n t r a c t _ p r o p o s a l 1

empty
n e g o t i a t e ’ e n a b l e _ c l o s u r e 1

empty
n e g o t i a t e ’ enab le_eCommuni ty_p ick 1

empty
n e g o t i a t e ’ e n a b l e _ s e t _ f a l s e _ o u t c o m e 1

empty
n e g o t i a t e ’ e n a b l e _ w i t h d r a w a l 1

empty
n e g o t i a t e ’ e x t r a c t e d _ e C o n t r a c t _ p r o p o s a l 1

empty
n e g o t i a t e ’ g a t h e r e d _ p a r t n e r s 1

empty
n e g o t i a t e ’ p a r t n e r _ c o u n t 1

empty
n e g o t i a t e ’ p a r t n e r s _ g a t h e r e d 1

empty
n e g o t i a t e ’ p e r m i t _ a g r e e 1

empty
n e g o t i a t e ’ p e r m i t _ c o u n t e r o f f e r 1

empty
n e g o t i a t e ’ p o t e n t i a l _ p a r t n e r s 1
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1 ‘1++
1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

n e g o t i a t e ’ r o l es_number 1
empty

n e g o t i a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
empty

E.3 Home Properties
Home Markings None

E.4 Liveness Properties
Dead Markings [28806,28816,28821,28822]

Dead Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ s e t _ t r u e _ o u t c o m e 1
d i s a g r e e i n g ’ p r e p a r e _ p a r t n e r s _ f o r _ r e 1
d i s a g r e e i n g ’ r e 1
n e g o t i a t e ’ ag ree 1
n e g o t i a t e ’ m a k e _ c o u n t e r o f f e r 1

Live Transition Instances None

E.5 Fairness Properties
Impartial Transition Instances None

Fair Transition Instances

a g r e e m e n t _ f i n a l i z i n g ’ check_agreed 1
a g r e e m e n t _ f i n a l i z i n g ’ s e t _ t r u e _ o u t c o m e 1
c o n t r a c t _ e x t r a c t i o n ’ e x t r a c t _ e C o n t r a c t _ p r o p o s a l 1
c o n t r a c t _ e x t r a c t i o n ’ merge_specs 1
c o n t r a c t _ e x t r a c t i o n ’ pick_eCommunity 1
d i s a g r e e i n g ’ p r e p a r e _ p a r t n e r s _ f o r _ r e 1
d i s a g r e e i n g ’ r e 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ remove_channe ls 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ g a t h e r e d _ p a r t n e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ r e m o v e _ u n r e s e t _ s e r v i c e _ o f f e r s 1
d i s a g r e e m e n t _ f i n a l i z i n g ’ s e t _ f a l s e _ o u t c o m e 1
n e g o t i a t e ’ ag ree 1
n e g o t i a t e ’ m a k e _ c o u n t e r o f f e r 1

Just Transition Instances None
Transition Instances with No Fairness

a g r e e m e n t _ f i n a l i z i n g ’ r e s e t _ s e r v i c e _ o f f e r s 1
a g r e e m e n t _ f i n a l i z i n g ’ w i t h d r a w _ e x t r a c t e d _ p a r t n e r s 1
c o n t r a c t _ e x t r a c t i o n ’ e x t r a c t _ p a r t n e r s 1
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d i s a g r e e i n g ’ c a l c u l a t e _ e m p t y i n g 1
d i s a g r e e i n g ’ e m p t y _ d i s t r i b u t i o n 1
n e g o t i a t e ’ d i s a g r e e 1
n e g o t i a t e ’ d i s t r i b u t e _ e C o n t r a c t _ t o _ p a r t n e r s 1
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e x t r a c t i o n ’ p o l i c y _ r e p o s i t o r y 1
6 6

g o v e r n a n c e _ d i s t r i b u t i o n ’A 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ assigned_BNMAs 1
3 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ a s s i g n e d _ m o n i t o r s 1
3 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ a v a i l a b l e _ l o c a l _ c o n t r a c t s 1
1 1

g o v e r n a n c e _ d i s t r i b u t i o n ’ c h o s e n _ e C o n t r a c t 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ c o n t r a c t _ p a r t n e r _ c o u n t e r 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ d i s a b l e 1
0 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ d i s t r i b u t i o n _ n u m b e r 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ eCon t rac t_ou t come 1
1 1

g o v e r n a n c e _ d i s t r i b u t i o n ’ e n a b l e _ e n a c t m e n t _ p r e p a r a t i o n 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ e n a b l e d _ e x t r a c t i o n 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ e r r o r _ o p t i o n s 1
2 2

g o v e r n a n c e _ d i s t r i b u t i o n ’ e x t r a c t _ c o u n t e r 1
1 1

g o v e r n a n c e _ d i s t r i b u t i o n ’ g a t h e r e d _ p a r t n e r s 1
3 3

g o v e r n a n c e _ d i s t r i b u t i o n ’ l a c k _ o f _ s y n c h r o n y _ e r r o r 1
0 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ l o c a l _ c o n t r a c t _ c o u n t e r 1
1 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ l o c a l _ c o n t r a c t s 1
3 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ p a r t n e r _ p o l i c y _ c o u n t e r 1
3 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o l i c i e s 1
4 0

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o l i c y _ p o o l 1
1 1

g o v e r n a n c e _ d i s t r i b u t i o n ’ pool_of_BNMAs 1
6 6

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o o l _ o f _ e r r o r s 1
6 6

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o o l _ o f _ m o n i t o r s 1
1 1

Best Upper Multi-set Bounds

e x t r a c t i o n ’A 1 1 ‘1
e x t r a c t i o n ’B 1 1 ‘1
e x t r a c t i o n ’ e n a b l e _ p o l i c y _ e x t r a c t i o n 1
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1 ‘ (1 ,1 ,1 )++
1 ‘ (1 ,2 ,2 )++
1 ‘ ( 1 , 3 , 1 )

e x t r a c t i o n ’ p i c k e d _ e x t r a c t i o n 1
1 ‘ (1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 )++
1 ‘ (1 ,2 ,2 )++
1 ‘ ( 1 , 3 , 1 )

e x t r a c t i o n ’ p o l i c y _ r e p o s i t o r y 1
1 ‘ (1 ,1)++

1 ‘ (2 ,2)++
1 ‘ (3 ,1)++
1 ‘ (4 ,1)++
1 ‘ (5 ,0)++
1 ‘ ( 6 , 4 )

g o v e r n a n c e _ d i s t r i b u t i o n ’A 1
1 ‘1

g o v e r n a n c e _ d i s t r i b u t i o n ’ assigned_BNMAs 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,1 ,1 ,2 )++
1 ‘ (1 ,1 ,1 ,3 )++
1 ‘ (1 ,1 ,1 ,4 )++
1 ‘ (1 ,1 ,1 ,5 )++
1 ‘ (1 ,1 ,1 ,6 )++
1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ (1 ,2 ,1 ,3 )++
1 ‘ (1 ,2 ,1 ,4 )++
1 ‘ (1 ,2 ,1 ,5 )++
1 ‘ (1 ,2 ,1 ,6 )++
1 ‘ (1 ,3 ,1 ,1 )++
1 ‘ (1 ,3 ,1 ,2 )++
1 ‘ (1 ,3 ,1 ,3 )++
1 ‘ (1 ,3 ,1 ,4 )++
1 ‘ (1 ,3 ,1 ,5 )++
1 ‘ ( 1 , 3 , 1 , 6 )

g o v e r n a n c e _ d i s t r i b u t i o n ’ a s s i g n e d _ m o n i t o r s 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

g o v e r n a n c e _ d i s t r i b u t i o n ’ a v a i l a b l e _ l o c a l _ c o n t r a c t s 1
1 ‘1

g o v e r n a n c e _ d i s t r i b u t i o n ’ c h o s e n _ e C o n t r a c t 1
1 ‘ ( 1 , 1 )

g o v e r n a n c e _ d i s t r i b u t i o n ’ c o n t r a c t _ p a r t n e r _ c o u n t e r 1
1 ‘ ( 1 , 3 )

g o v e r n a n c e _ d i s t r i b u t i o n ’ d i s a b l e 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ d i s t r i b u t i o n _ n u m b e r 1
1 ‘ (1 ,1 , f a l s e )++

1 ‘ (1 ,2 , f a l s e )++
1 ‘ (1 ,3 , f a l s e )

g o v e r n a n c e _ d i s t r i b u t i o n ’ eCon t rac t_ou t come 1
1 ‘ (1 ,1 , t rue , f a l s e)++
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1 ‘ (1 ,1 , t rue , t rue )
g o v e r n a n c e _ d i s t r i b u t i o n ’ e n a b l e _ e n a c t m e n t _ p r e p a r a t i o n 1

1 ‘ (1 , f a l s e )
g o v e r n a n c e _ d i s t r i b u t i o n ’ e n a b l e d _ e x t r a c t i o n 1

1 ‘1
g o v e r n a n c e _ d i s t r i b u t i o n ’ e r r o r _ o p t i o n s 1

1 ‘ f a l s e ++
1 ‘ t r u e

g o v e r n a n c e _ d i s t r i b u t i o n ’ e x t r a c t _ c o u n t e r 1
1 ‘0++

1 ‘1++
1 ‘2++
1 ‘3

g o v e r n a n c e _ d i s t r i b u t i o n ’ g a t h e r e d _ p a r t n e r s 1
1 ‘ ( 1 , 1 , 1 , f a l s e )++

1 ‘ ( 1 , 1 , 1 , t r u e )++
1 ‘ ( 1 , 2 , 2 , f a l s e )++
1 ‘ ( 1 , 2 , 2 , t r u e )++
1 ‘ ( 1 , 3 , 3 , f a l s e )++
1 ‘ ( 1 , 3 , 3 , t r u e )

g o v e r n a n c e _ d i s t r i b u t i o n ’ l a c k _ o f _ s y n c h r o n y _ e r r o r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ l o c a l _ c o n t r a c t _ c o u n t e r 1
1 ‘ (1 ,0 , f a l s e )++

1 ‘ (1 ,1 , f a l s e )++
1 ‘ (1 ,2 , f a l s e )++
1 ‘ (1 ,3 , t r u e )

g o v e r n a n c e _ d i s t r i b u t i o n ’ l o c a l _ c o n t r a c t s 1
1 ‘ ( 1 , 1 , 1 , 1 ,f a l s e , f a l s e)++

1 ‘ ( 1 , 1 , 1 , 1 ,f a l s e , t rue )++
1 ‘ ( 1 , 1 , 1 , 1 ,t rue , t rue )++
1 ‘ ( 1 , 1 , 2 , 2 ,f a l s e , f a l s e)++
1 ‘ ( 1 , 1 , 2 , 2 ,f a l s e , t rue )++
1 ‘ ( 1 , 1 , 2 , 2 ,t rue , t rue )++
1 ‘ ( 1 , 1 , 3 , 3 ,f a l s e , f a l s e)++
1 ‘ ( 1 , 1 , 3 , 3 ,f a l s e , t rue )++
1 ‘ ( 1 , 1 , 3 , 3 ,t rue , t rue )

g o v e r n a n c e _ d i s t r i b u t i o n ’ p a r t n e r _ p o l i c y _ c o u n t e r 1
1 ‘ (1 ,1 ,0 )++

1 ‘ (1 ,1 ,1 )++
1 ‘ (1 ,2 ,0 )++
1 ‘ (1 ,2 ,1 )++
1 ‘ (1 ,2 ,2 )++
1 ‘ (1 ,3 ,0 )++
1 ‘ ( 1 , 3 , 1 )

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o l i c i e s 1
1 ‘ (1 ,1 ,1 )++

2 ‘ (1 ,2 ,1 )++
1 ‘ ( 1 , 3 , 1 )

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o l i c y _ p o o l 1
1 ‘1

g o v e r n a n c e _ d i s t r i b u t i o n ’ pool_of_BNMAs 1
1 ‘1++

1 ‘2++
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1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o o l _ o f _ e r r o r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o o l _ o f _ m o n i t o r s 1
1 ‘1

Best Lower Multi-set Bounds

e x t r a c t i o n ’A 1 empty
e x t r a c t i o n ’B 1 empty
e x t r a c t i o n ’ e n a b l e _ p o l i c y _ e x t r a c t i o n 1

empty
e x t r a c t i o n ’ p i c k e d _ e x t r a c t i o n 1

empty
e x t r a c t i o n ’ p o l i c y _ r e p o s i t o r y 1

1 ‘ (1 ,1)++
1 ‘ (2 ,2)++
1 ‘ (3 ,1)++
1 ‘ (4 ,1)++
1 ‘ (5 ,0)++
1 ‘ ( 6 , 4 )

g o v e r n a n c e _ d i s t r i b u t i o n ’A 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ assigned_BNMAs 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ a s s i g n e d _ m o n i t o r s 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ a v a i l a b l e _ l o c a l _ c o n t r a c t s 1
1 ‘1

g o v e r n a n c e _ d i s t r i b u t i o n ’ c h o s e n _ e C o n t r a c t 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ c o n t r a c t _ p a r t n e r _ c o u n t e r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ d i s a b l e 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ d i s t r i b u t i o n _ n u m b e r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ eCon t rac t_ou t come 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ e n a b l e _ e n a c t m e n t _ p r e p a r a t i o n 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ e n a b l e d _ e x t r a c t i o n 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ e r r o r _ o p t i o n s 1
1 ‘ f a l s e ++

1 ‘ t r u e
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g o v e r n a n c e _ d i s t r i b u t i o n ’ e x t r a c t _ c o u n t e r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ g a t h e r e d _ p a r t n e r s 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ l a c k _ o f _ s y n c h r o n y _ e r r o r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ l o c a l _ c o n t r a c t _ c o u n t e r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ l o c a l _ c o n t r a c t s 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ p a r t n e r _ p o l i c y _ c o u n t e r 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o l i c i e s 1
empty

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o l i c y _ p o o l 1
1 ‘1

g o v e r n a n c e _ d i s t r i b u t i o n ’ pool_of_BNMAs 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o o l _ o f _ e r r o r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

g o v e r n a n c e _ d i s t r i b u t i o n ’ p o o l _ o f _ m o n i t o r s 1
1 ‘1

F.3 Home Properties
Home Markings None

F.4 Liveness Properties
Dead Markings 216 [3656,3655,3654,3653,3652,...]

Dead Transition Instances

g o v e r n a n c e _ d i s t r i b u t i o n ’ s y n c h r o n i z a t i o n _ c h e c k _ l o c a l _ m e t a _ c o n t r a c t _ a n d _ l o c a l _ c o

Live Transition Instances None

F.5 Fairness Properties
No infinite occurrence sequences.
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Best Integer Bounds

Upper Lower
p r e p a r a t i o n _ e r r o r ’ ass i gnment_e r ro r_ nu mb e r 1

6 6
p r e p a r a t i o n _ e r r o r ’ d i s a b l e r 1

0 0
p r e p a r a t i o n _ e r r o r ’ l i f e n e s s _ e r r o r s 1

6 6
p r e p a r a t i o n _ e r r o r ’ p r e p a r a t i o n _ e r r o r _ n u m b e r 1
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6 6
p r e p a r a t i o n _ e r r o r ’ s e r v i c e _ e r r o r 1

0 0
p r e p a r a t i o n _ e r r o r ’ s e r v i c e _ f a c t o r y _ e r r o r 1

0 0
p r e p a r e ’ a s s i g n e _ s e r v i c e s 1

3 0
p r e p a r e ’ commun i ca t i on_channe l_ co un te r 1

1 0
p r e p a r e ’ e n a b l e _ e n a c t m e n t _ p r e p a r a t i o n 1

1 0
p r e p a r e ’ e n a b l e _ p r e p a r a t i o n 1

1 0
p r e p a r e ’ enab led_enac tm en t 1

1 0
p r e p a r e ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1

1 0
p r e p a r e ’ e n a c t i n g _ s e r v i c e s 1

3 0
p r e p a r e ’ e n d p o i n t 1 1 1
p r e p a r e ’ e n d p o i n t s _ e s t a b l i s h e d 1

3 0
p r e p a r e ’ g e n e r i c _ s e r v i c e _ f a c t o r y 1

3 3
p r e p a r e ’ l o c a l _ c o n t r a c t _ c o u n t e r 1

1 0
p r e p a r e ’ l o c a l _ c o n t r a c t s 1

3 3
p r e p a r e ’ r e a d y _ s e r v i c e s 1

3 0
p r e p a r e ’ u n a s s i g n e d _ l o c a l _ c o n t r a c t 1

3 0

Best Upper Multi-set Bounds

p r e p a r a t i o n _ e r r o r ’ ass i gnment_e r ro r _n um b er 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

p r e p a r a t i o n _ e r r o r ’ d i s a b l e r 1
empty

p r e p a r a t i o n _ e r r o r ’ l i f e n e s s _ e r r o r s 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

p r e p a r a t i o n _ e r r o r ’ p r e p a r a t i o n _ e r r o r _ n u m b e r 1
1 ‘1++

1 ‘2++
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1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

p r e p a r a t i o n _ e r r o r ’ s e r v i c e _ e r r o r 1
empty

p r e p a r a t i o n _ e r r o r ’ s e r v i c e _ f a c t o r y _ e r r o r 1
empty

p r e p a r e ’ a s s i g n e _ s e r v i c e s 1
3 ‘ ( 1 , 1 , 1 , 1 , f a l s e )++

3 ‘ ( 1 , 1 , 1 , 1 , t r u e )++
3 ‘ ( 1 , 1 , 1 , 2 , f a l s e )++
3 ‘ ( 1 , 1 , 1 , 2 , t r u e )++
3 ‘ ( 1 , 1 , 1 , 3 , f a l s e )++
3 ‘ ( 1 , 1 , 1 , 3 , t r u e )++
3 ‘ ( 1 , 2 , 1 , 1 , f a l s e )++
3 ‘ ( 1 , 2 , 1 , 1 , t r u e )++
3 ‘ ( 1 , 2 , 1 , 2 , f a l s e )++
3 ‘ ( 1 , 2 , 1 , 2 , t r u e )++
3 ‘ ( 1 , 2 , 1 , 3 , f a l s e )++
3 ‘ ( 1 , 2 , 1 , 3 , t r u e )++
3 ‘ ( 1 , 3 , 1 , 1 , f a l s e )++
3 ‘ ( 1 , 3 , 1 , 1 , t r u e )++
3 ‘ ( 1 , 3 , 1 , 2 , f a l s e )++
3 ‘ ( 1 , 3 , 1 , 2 , t r u e )++
3 ‘ ( 1 , 3 , 1 , 3 , f a l s e )++
3 ‘ ( 1 , 3 , 1 , 3 , t r u e )

p r e p a r e ’ commun i ca t i on_chann e l_c ou n te r 1
1 ‘ (1 ,0)++

1 ‘ (1 ,1)++
1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

p r e p a r e ’ e n a b l e _ e n a c t m e n t _ p r e p a r a t i o n 1
1 ‘ (1 , f a l s e )

p r e p a r e ’ e n a b l e _ p r e p a r a t i o n 1
1 ‘ (1 ,1 , f a l s e)++

1 ‘ (1 ,2 , f a l s e)++
1 ‘ (1 ,3 , f a l s e )

p r e p a r e ’ enab led_enac tme n t 1
1 ‘1

p r e p a r e ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
1 ‘ (1 ,0)++

1 ‘ (1 ,1)++
1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

p r e p a r e ’ e n a c t i n g _ s e r v i c e s 1
3 ‘ (1 ,1 ,1 ,1 )++

3 ‘ (1 ,1 ,1 ,2 )++
3 ‘ (1 ,1 ,1 ,3 )++
3 ‘ (1 ,2 ,1 ,1 )++
3 ‘ (1 ,2 ,1 ,2 )++
3 ‘ (1 ,2 ,1 ,3 )++
3 ‘ (1 ,3 ,1 ,1 )++
3 ‘ (1 ,3 ,1 ,2 )++
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3 ‘ ( 1 , 3 , 1 , 3 )
p r e p a r e ’ e n d p o i n t 1 1 ‘1
p r e p a r e ’ e n d p o i n t s _ e s t a b l i s h e d 1

3 ‘ (1 ,1 ,1 ,1 )++
3 ‘ (1 ,1 ,2 ,1 )++
3 ‘ (1 ,1 ,3 ,1 )++
3 ‘ (1 ,2 ,1 ,1 )++
3 ‘ (1 ,2 ,2 ,1 )++
3 ‘ (1 ,2 ,3 ,1 )++
3 ‘ (1 ,3 ,1 ,1 )++
3 ‘ (1 ,3 ,2 ,1 )++
3 ‘ ( 1 , 3 , 3 , 1 )

p r e p a r e ’ g e n e r i c _ s e r v i c e _ f a c t o r y 1
1 ‘1++

1 ‘2++
1 ‘3

p r e p a r e ’ l o c a l _ c o n t r a c t _ c o u n t e r 1
1 ‘ (1 ,1 , t r u e )++

1 ‘ (1 ,2 , t r u e )++
1 ‘ (1 ,3 , t r u e )

p r e p a r e ’ l o c a l _ c o n t r a c t s 1
1 ‘ ( 1 , 1 , 1 , 1 ,t rue , t rue )++

1 ‘ ( 1 , 1 , 2 , 2 ,t rue , t rue )++
1 ‘ ( 1 , 1 , 3 , 3 ,t rue , t rue )

p r e p a r e ’ r e a d y _ s e r v i c e s 1
3 ‘ (1 ,1 ,1 ,1 )++

3 ‘ (1 ,1 ,1 ,2 )++
3 ‘ (1 ,1 ,1 ,3 )++
3 ‘ (1 ,2 ,1 ,1 )++
3 ‘ (1 ,2 ,1 ,2 )++
3 ‘ (1 ,2 ,1 ,3 )++
3 ‘ (1 ,3 ,1 ,1 )++
3 ‘ (1 ,3 ,1 ,2 )++
3 ‘ ( 1 , 3 , 1 , 3 )

p r e p a r e ’ u n a s s i g n e d _ l o c a l _ c o n t r a c t 1
3 ‘ (1 ,1 ,1 )++

3 ‘ (1 ,2 ,1 )++
3 ‘ ( 1 , 3 , 1 )

Best Lower Multi-set Bounds

p r e p a r a t i o n _ e r r o r ’ ass i gnment_e r ro r _n um b er 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

p r e p a r a t i o n _ e r r o r ’ d i s a b l e r 1
empty

p r e p a r a t i o n _ e r r o r ’ l i f e n e s s _ e r r o r s 1
1 ‘1++

1 ‘2++
1 ‘3++
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1 ‘4++
1 ‘5++
1 ‘6

p r e p a r a t i o n _ e r r o r ’ p r e p a r a t i o n _ e r r o r _ n u m b e r 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

p r e p a r a t i o n _ e r r o r ’ s e r v i c e _ e r r o r 1
empty

p r e p a r a t i o n _ e r r o r ’ s e r v i c e _ f a c t o r y _ e r r o r 1
empty

p r e p a r e ’ a s s i g n e _ s e r v i c e s 1
empty

p r e p a r e ’ commun i ca t i on_chann e l_c ou n te r 1
empty

p r e p a r e ’ e n a b l e _ e n a c t m e n t _ p r e p a r a t i o n 1
empty

p r e p a r e ’ e n a b l e _ p r e p a r a t i o n 1
empty

p r e p a r e ’ enab led_enac tme n t 1
empty

p r e p a r e ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
empty

p r e p a r e ’ e n a c t i n g _ s e r v i c e s 1
empty

p r e p a r e ’ e n d p o i n t 1 1 ‘1
p r e p a r e ’ e n d p o i n t s _ e s t a b l i s h e d 1

empty
p r e p a r e ’ g e n e r i c _ s e r v i c e _ f a c t o r y 1

1 ‘1++
1 ‘2++
1 ‘3

p r e p a r e ’ l o c a l _ c o n t r a c t _ c o u n t e r 1
empty

p r e p a r e ’ l o c a l _ c o n t r a c t s 1
1 ‘ ( 1 , 1 , 1 , 1 ,t rue , t rue )++

1 ‘ ( 1 , 1 , 2 , 2 ,t rue , t rue )++
1 ‘ ( 1 , 1 , 3 , 3 ,t rue , t rue )

p r e p a r e ’ r e a d y _ s e r v i c e s 1
empty

p r e p a r e ’ u n a s s i g n e d _ l o c a l _ c o n t r a c t 1
empty

G.3 Home Properties

Home Markings None
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G.4 Liveness Properties
Dead Markings 165 [11157,11156,11155,11154,11153,...]

Dead Transition Instances

p r e p a r a t i o n _ e r r o r ’ r e p o r t _ a s s i g n m e n t _ e r r o r 1
p r e p a r a t i o n _ e r r o r ’ r e p o r t _ p r e p a r a t i o n _ e r r o r 1
p r e p a r a t i o n _ e r r o r ’ r e p o r t _ s e r v i c e _ e r r o r 1

Live Transition Instances None

G.5 Fairness Properties
No infinite occurrence sequences.
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H.1 Statistics

St a t e Space
Nodes : 268
Arcs : 570
Secs : 0
S t a t u s : F u l l

Scc Graph
Nodes : 268
Arcs : 522
Secs : 0

H.2 Boundedness Properties
Best Integer Bounds

Upper Lower
e n a c t ’ assigned_BNMAs 1 3 3
e n a c t ’ a s s i g n e d _ m o n i t o r s 1

3 3
e n a c t ’ d i s a b l e r 1 0 0
e n a c t ’ e n a b l e _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1

1 0
e n a c t ’ enab le_ena c t me n t 1

1 0
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e n a c t ’ e n a b l e _ n o n _ d i s r u p t i v e _ l o c a l _ c o n t r a c t _ c h a n g e 1
1 0

e n a c t ’ e n a b l e _ n o n _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1
1 0

e n a c t ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
1 1

e n a c t ’ e n a c t i n g _ s e r v i c e s 1
3 0

e n a c t ’ l i m i t e r 1 4 0
e n a c t ’ l o c a l _ c o n t r a c t s 1 3 3
e n a c t ’ p o l i c i e s 1 4 3
e n a c t ’ p o l i c y _ v i o l a t i o n 1

1 0
e n a c t ’ s e r v i c e _ s t a r t _ e r r o r 1

0 0
e n a c t ’ s e r v i c e _ v i o l a t i o n 1

1 0
e n a c t ’ s t a r t _ e r r o r _ n u m b e r 1

6 6
e n a c t ’ s t o p p e d _ s e r v i c e s 1

3 0
e n a c t ’ t e r m i n a t e _ s e r v i c e 1

1 0

Best Upper Multi-set Bounds

e n a c t ’ assigned_BNMAs 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ ( 1 , 3 , 1 , 3 )

e n a c t ’ a s s i g n e d _ m o n i t o r s 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

e n a c t ’ d i s a b l e r 1 empty
e n a c t ’ e n a b l e _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1

1 ‘1
e n a c t ’ enab le_en ac tm en t 1

1 ‘1
e n a c t ’ e n a b l e _ n o n _ d i s r u p t i v e _ l o c a l _ c o n t r a c t _ c h a n g e 1

1 ‘ (1 ,1)++
1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

e n a c t ’ e n a b l e _ n o n _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1
1 ‘ ( 1 , 1 , 1 , 1 , t r u e )++

1 ‘ ( 1 , 2 , 1 , 1 , t r u e )++
1 ‘ ( 1 , 3 , 1 , 1 , t r u e )

e n a c t ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
1 ‘ (1 ,2)++

1 ‘ ( 1 , 3 )
e n a c t ’ e n a c t i n g _ s e r v i c e s 1

1 ‘ (1 ,1 ,1 ,1 )++
1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )
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e n a c t ’ l i m i t e r 1 4 ‘1
e n a c t ’ l o c a l _ c o n t r a c t s 1

1 ‘ ( 1 , 1 , 1 , 1 , t r u e , t r u e )++
1 ‘ ( 1 , 1 , 2 , 2 , t r u e , t r u e )++
1 ‘ ( 1 , 1 , 3 , 3 , t r u e , t r u e )

e n a c t ’ p o l i c i e s 1 1 ‘ (1 ,1 ,1 )++
2 ‘ (1 ,2 ,1 )++
1 ‘ ( 1 , 3 , 1 )

e n a c t ’ p o l i c y _ v i o l a t i o n 1
1 ‘ (1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 )++
1 ‘ ( 1 , 3 , 1 )

e n a c t ’ s e r v i c e _ s t a r t _ e r r o r 1
empty

e n a c t ’ s e r v i c e _ v i o l a t i o n 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

e n a c t ’ s t a r t _ e r r o r _ n u m b e r 1
1 ‘1++

1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

e n a c t ’ s t o p p e d _ s e r v i c e s 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

e n a c t ’ t e r m i n a t e _ s e r v i c e 1
1 ‘ (1 ,0)++

1 ‘ ( 1 , 1 )

Best Lower Multi-set Bounds

e n a c t ’ assigned_BNMAs 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ ( 1 , 3 , 1 , 3 )

e n a c t ’ a s s i g n e d _ m o n i t o r s 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

e n a c t ’ d i s a b l e r 1 empty
e n a c t ’ e n a b l e _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1

empty
e n a c t ’ enab le_ena c t me n t 1

empty
e n a c t ’ e n a b l e _ n o n _ d i s r u p t i v e _ l o c a l _ c o n t r a c t _ c h a n g e 1

empty
e n a c t ’ e n a b l e _ n o n _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1

empty
e n a c t ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1

empty
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e n a c t ’ e n a c t i n g _ s e r v i c e s 1
empty

e n a c t ’ l i m i t e r 1 empty
e n a c t ’ l o c a l _ c o n t r a c t s 1

1 ‘ ( 1 , 1 , 1 , 1 , t r u e , t r u e )++
1 ‘ ( 1 , 1 , 2 , 2 , t r u e , t r u e )++
1 ‘ ( 1 , 1 , 3 , 3 , t r u e , t r u e )

e n a c t ’ p o l i c i e s 1 1 ‘ ( 1 , 2 , 1 )
e n a c t ’ p o l i c y _ v i o l a t i o n 1

empty
e n a c t ’ s e r v i c e _ s t a r t _ e r r o r 1

empty
e n a c t ’ s e r v i c e _ v i o l a t i o n 1

empty
e n a c t ’ s t a r t _ e r r o r _ n u m b e r 1

1 ‘1++
1 ‘2++
1 ‘3++
1 ‘4++
1 ‘5++
1 ‘6

e n a c t ’ s t o p p e d _ s e r v i c e s 1
empty

e n a c t ’ t e r m i n a t e _ s e r v i c e 1
empty

H.3 Home Properties
Home Markings None

H.4 Liveness Properties
Dead Markings 75 [9,82,81,80,8,...]

Dead Transition Instances

e n a c t ’ r e p o r t _ s t a r t _ e r r o r 1

Live Transition Instances None

H.5 Fairness Properties

e n a c t ’ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1
No F a i r n e s s

e n a c t ’ e n a c t _ s e r v i c e 1 I m p a r t i a l
e n a c t ’ n o n _ d i s r u p t i v e _ l o c a l _ c o n t r a c t _ c h a n g e 1

No F a i r n e s s
e n a c t ’ n o n _ d i s r u p t i v e _ p a r t n e r _ c h a n g e 1

No F a i r n e s s
e n a c t ’ p o l i c y _ v i o l a t i o n 1

No F a i r n e s s
e n a c t ’ r e p o r t _ s t a r t _ e r r o r 1

F a i r
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e n a c t ’ s t a r t _ s e r v i c e 1 No F a i r n e s s
e n a c t ’ s t o p _ s e r v i c e 1 No F a i r n e s s
e n a c t ’ t e r m i n a t i o n 1 No F a i r n e s s
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I.5 Fairness Properties . . . . . . . . . . . . . . . . . . . . . . . . . 157

I.1 Statistics

St a t e Space
Nodes : 956
Arcs : 3079
Secs : 0
S t a t u s : F u l l

Scc Graph
Nodes : 956
Arcs : 3079
Secs : 0

I.2 Boundedness Properties
Best Integer Bounds

Upper Lower
governance_remova l ’ enab le_chan n e l_ re mo v a l 1

1 0
p o l i c y _ r e m o v a l ’ e n a b l e _ p i c k 1

1 0
p o l i c y _ r e m o v a l ’ p i c k e d _ p a r t n e r _ c o u n t e r 1

1 0
r o l e s _ r e m o v a l ’ e n a b l e _ t e r m i n a t e 1

1 0

153
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r o l e s _ r e m o v a l ’ r o l e s _ c o u n t e r 1
1 1

t e r m i n a t e ’ assigned_BNMAs 1
3 0

t e r m i n a t e ’ a s s i g n e d _ m o n i t o r s 1
3 0

t e r m i n a t e ’ channe l_number 1
1 0

t e r m i n a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
2 0

t e r m i n a t e ’ commun i ca t i on_chann e l_c ou n te r 1
1 0

t e r m i n a t e ’ c o n t r a c t _ p a r t n e r _ c o u n t e r 1
1 0

t e r m i n a t e ’ eCon t rac t_ou t come 1
1 0

t e r m i n a t e ’ e C o n t r a c t _ p r o p o s a l 1
1 0

t e r m i n a t e ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
1 0

t e r m i n a t e ’ e n a c t i n g _ s e r v i c e s 1
2 0

t e r m i n a t e ’ e n d p o i n t s _ e s t a b l i s h e d 1
3 0

t e r m i n a t e ’ g a t h e r e d _ p a r t n e r s 1
3 0

t e r m i n a t e ’ l o c a l _ e C o n t r a c t s 1
3 0

t e r m i n a t e ’ p a r t n e r _ p o l i c y _ c o u n t e r 1
3 0

t e r m i n a t e ’ p a r t n e r _ r e a s s i g n _ r e a d y 1
0 0

t e r m i n a t e ’ p o l i c i e s 1 4 0
t e r m i n a t e ’ r o l e s 1 1 0
t e r m i n a t e ’ r o l es_number 1

1 0
t e r m i n a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

3 0
t e r m i n a t e ’ t e r m i n a t e _ g o v e r n a n c e _ e n a b l e d 1

1 0
t e r m i n a t e ’ t e r m i n a t e _ s e r v i c e 1

1 0
t e r m i n a t e ’ te rminated_eCommuni ty 1

1 0

Best Upper Multi-set Bounds

governance_remova l ’ enab le_chan n e l_ r em o va l 1
1 ‘ ( 1 , 0 )

p o l i c y _ r e m o v a l ’ e n a b l e _ p i c k 1
1 ‘1

p o l i c y _ r e m o v a l ’ p i c k e d _ p a r t n e r _ c o u n t e r 1
1 ‘ (1 ,1)++

1 ‘ (1 ,2)++
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1 ‘ ( 1 , 3 )
r o l e s _ r e m o v a l ’ e n a b l e _ t e r m i n a t e 1

1 ‘1
r o l e s _ r e m o v a l ’ r o l e s _ c o u n t e r 1

1 ‘1++
1 ‘2++
1 ‘3

t e r m i n a t e ’ assigned_BNMAs 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,2 )++
1 ‘ ( 1 , 3 , 1 , 3 )

t e r m i n a t e ’ a s s i g n e d _ m o n i t o r s 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

t e r m i n a t e ’ channe l_number 1
1 ‘ (1 ,1)++

1 ‘ ( 1 , 2 )
t e r m i n a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1

1 ‘ (1 ,1 ,2 ,0 )++
1 ‘ ( 1 , 1 , 3 , 1 )

t e r m i n a t e ’ commun i ca t i on_channe l_co un te r 1
1 ‘ (1 ,1)++

1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

t e r m i n a t e ’ c o n t r a c t _ p a r t n e r _ c o u n t e r 1
1 ‘ (1 ,1)++

1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

t e r m i n a t e ’ eCon t rac t_ou t come 1
1 ‘ (1 ,1 , t rue , t rue )

t e r m i n a t e ’ e C o n t r a c t _ p r o p o s a l 1
1 ‘ (1 ,1 , f a l s e )

t e r m i n a t e ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
1 ‘ (1 ,1)++

1 ‘ ( 1 , 2 )
t e r m i n a t e ’ e n a c t i n g _ s e r v i c e s 1

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

t e r m i n a t e ’ e n d p o i n t s _ e s t a b l i s h e d 1
1 ‘ (1 ,1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 ,1 )++
1 ‘ ( 1 , 3 , 1 , 1 )

t e r m i n a t e ’ g a t h e r e d _ p a r t n e r s 1
1 ‘ ( 1 , 1 , 1 , t r u e )++

1 ‘ ( 1 , 2 , 2 , t r u e )++
1 ‘ ( 1 , 3 , 3 , t r u e )

t e r m i n a t e ’ l o c a l _ e C o n t r a c t s 1
1 ‘ ( 1 , 1 , 1 , 1 ,t rue , t rue )++

1 ‘ ( 1 , 1 , 2 , 2 ,t rue , t rue )++
1 ‘ ( 1 , 1 , 3 , 3 ,t rue , t rue )

t e r m i n a t e ’ p a r t n e r _ p o l i c y _ c o u n t e r 1
1 ‘ (1 ,1 ,1 )++

1 ‘ (1 ,2 ,1 )++
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1 ‘ (1 ,2 ,2 )++
1 ‘ ( 1 , 3 , 1 )

t e r m i n a t e ’ p a r t n e r _ r e a s s i g n _ r e a d y 1
empty

t e r m i n a t e ’ p o l i c i e s 1
1 ‘ (1 ,1 ,1 )++

2 ‘ (1 ,2 ,1 )++
1 ‘ ( 1 , 3 , 1 )

t e r m i n a t e ’ r o l e s 1 1 ‘ ( 1 , 0 )
t e r m i n a t e ’ r o l es_number 1

1 ‘ (1 ,1)++
1 ‘ (1 ,2)++
1 ‘ ( 1 , 3 )

t e r m i n a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1
1 ‘ ( 1 , 1 , 1 ,t rue )++

1 ‘ ( 1 , 2 , 2 ,t rue )++
1 ‘ ( 1 , 3 , 3 ,t rue )

t e r m i n a t e ’ t e r m i n a t e _ g o v e r n a n c e _ e n a b l e d 1
1 ‘ ( 1 , 0 )

t e r m i n a t e ’ t e r m i n a t e _ s e r v i c e 1
1 ‘ ( 1 , 0 )

t e r m i n a t e ’ te rminated_eCommuni ty 1
1 ‘1

Best Lower Multi-set Bounds

governance_remova l ’ enab le_chan n e l_ r em o va l 1
empty

p o l i c y _ r e m o v a l ’ e n a b l e _ p i c k 1
empty

p o l i c y _ r e m o v a l ’ p i c k e d _ p a r t n e r _ c o u n t e r 1
empty

r o l e s _ r e m o v a l ’ e n a b l e _ t e r m i n a t e 1
empty

r o l e s _ r e m o v a l ’ r o l e s _ c o u n t e r 1
empty

t e r m i n a t e ’ assigned_BNMAs 1
empty

t e r m i n a t e ’ a s s i g n e d _ m o n i t o r s 1
empty

t e r m i n a t e ’ channe l_number 1
empty

t e r m i n a t e ’ c h a n n e l s _ t e n t a t i v e l y _ e s t a b l i s h e d 1
empty

t e r m i n a t e ’ commun i ca t i on_chann e l_c ou n te r 1
empty

t e r m i n a t e ’ c o n t r a c t _ p a r t n e r _ c o u n t e r 1
empty

t e r m i n a t e ’ eCon t rac t_ou t come 1
empty

t e r m i n a t e ’ e C o n t r a c t _ p r o p o s a l 1
empty

t e r m i n a t e ’ e n a c t e d _ s e r v i c e _ c o u n t e r 1
empty
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t e r m i n a t e ’ e n a c t i n g _ s e r v i c e s 1
empty

t e r m i n a t e ’ e n d p o i n t s _ e s t a b l i s h e d 1
empty

t e r m i n a t e ’ g a t h e r e d _ p a r t n e r s 1
empty

t e r m i n a t e ’ l o c a l _ e C o n t r a c t s 1
empty

t e r m i n a t e ’ p a r t n e r _ p o l i c y _ c o u n t e r 1
empty

t e r m i n a t e ’ p a r t n e r _ r e a s s i g n _ r e a d y 1
empty

t e r m i n a t e ’ p o l i c i e s 1
empty

t e r m i n a t e ’ r o l e s 1 empty
t e r m i n a t e ’ r o l es_number 1

empty
t e r m i n a t e ’ s e r v i c e _ o f f e r s _ a s s i g n e d 1

empty
t e r m i n a t e ’ t e r m i n a t e _ g o v e r n a n c e _ e n a b l e d 1

empty
t e r m i n a t e ’ t e r m i n a t e _ s e r v i c e 1

empty
t e r m i n a t e ’ te rminated_eCommuni ty 1

empty

I.3 Home Properties
Home Markings None

I.4 Liveness Properties
Dead Markings 11 [956,946,945,944,910,...]

Dead Transition Instances None
Live Transition Instances None

I.5 Fairness Properties
No infinite occurrence sequences.
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