Kraft inequality: For any uniquely decodeable code C
over the binary alphabet {0,1}, the codeword lengths
must satisfy: EZ"‘ =1
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Conversely, given a set of codeword lengths that
satisfythis inequality, there exists a uniquely
decodable prefix code with these codelengths.




Lower bound on expected length: The expected length
L(C,X) of a uniquely decodable code is bounded below
by H(X).

Compression limit of symbol codes: For an ensemble
X there exists a prefix code
H(X) = L(C,X) < H(X) + 1.
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Figure 3.3, Huffian code for the English language ensemble introduced in figure 116,













