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On learning and inference

= n binary random variables Xj,..., X,
= A joint probability distribution P(Xy,...,X.)
= Inference:

» compute the conditional probability distribution for the thing you want to
know, given all that you know, marginalizing out all that you don't know
and don’t want to know

» In pricinple exponential, requires O(2") operations
» Can be simplified if the joint distribution factorizes by indepencence:
P(A,B)=P(A)P(B)
* |Learning:
» learn the model structure: what is (conditionally) independent of what
» learn the parameters defining the "local” distributions

= Supervised learning: construct directly a model for the required
1c::onditional distribution, without forming the joint distribution
irst
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Probabilistic reasoning

n (discrete) random variables X,..., X,

joint probability distribution P(X,...,X.)
Input: a partial value assignment Q,

Q =< Xy, X,=Xy, X3, X4=X4, Xc=Xg, Xg,ure)X>
Probabilistic reasoning:

» compute P(X=x]| Q) for all X not instantiated in Q, and
for all values of X (marginal distribution).

» find a MAP (maximum a posterior probability)
assignment consistent with Q

Bayesian networks: a family of probabilistic models and
algorlthms enabling computationally efficient probablllstlc L )
reasoning e,
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Bayesian networks: a billion
dollar perspective

T

i va !
/ — lﬁ
I = -
F & 1 5 '
rf’ |I \v- ]
w Wi 1 e

“Microsoft’s competitive advantage, he [Gates|] responded,
was its expertise in “Bayesian networks”. Ask any other
software executive about anything “Bayesian” and you're
liable to get a blank stare. Is Gates onto something? Is this
alien-sounding technology Microsoft’s new secret
weapon?’”

(Leslie Helms, Los Angeles Times, October 28, 1996.)
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; Microsoft Chppy - Microsoft Internet Explorer
J Fle Edit ‘“ew Favoites Tools  Help

H= E3

and Office XP has me
sweating {and rusting).

. 1

WOTE on Clippy's Fate

Wbyt Because Office XP woarks so easily that it's

2 made Office Azsiztants like me useless, Chaolete. And,
PLAY Clippy Game I'm told, hideausly unattractive.

VIEW XP Demo

ORDER XP Trial ? r
They even cut my pay, despite the fact

hat | work for fres!
Office ¥P Events Wl Wt S

)

It looks like

wou're writing
a letter. I= it
a love letter?
Can | see™

I've taken over thiz space to share my pathetic story
and shawe off my skills as 2 Web designer. Mat bad,
huh? Know anyone who's hiring?

For years 've told you what to do. Mow it's your turn.
vohat should | do with all my newfound spare time?
Wiote at this online poll. (Note: Dimpled chads will not be
courted. So make sure you press the computer screen
firmly.

And another thing: Out of sorrowy can come great art—
and zome rocking blues. Judge for yourself by
dowenloading my neww song, "t Looks Like You're

You can't watch my
movies until you install the
Flash Player. To download

it, click here.

Phay Movie:  1i0]iw] | 2iei{=s3 | 31» | ENCTHNL

Featuring the voice of Gilbert Gottfried

|, Clippit, knowen toall as "Clippy " an a movie star! (Did you
knowy that most sward wwinners got their starts in Flash
animations?) The epizodes on thiz sie show the effects of

Office XP on a humble paper clip like me. |isn't pretty.

]

-@_.—:r.alﬂﬁ%‘fﬁ&g@%fé@_@g

Back FE =i Stop. Refresh Home Search  Favortes  History M ail Frirt Edit Feal.com Messenger

Jﬁdd"?sSIEI hittp: /v, officeclippy. com/indesno. himl ~| 6o |J Links *
M:crosari u.._“‘j -

Office P Microsoftt
Office Home | Products | FAQ | Worldwide | SiteIndex | ContactUs |

Clippy's Nicknames \ My name is Clippy, MGTE T YER

D Intemet

R
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& Microsoft Pregnancy and Child Care

What's Hew
Click here for thiz month's highlights in Microzoft Pregnancy
and Child Care.

Library
To brow=e through illustrated articles on pregnancy, birth,
and early child care, click here.,

Find By Word
IT wou knowy wwhiat you're looking farclick here to search the
Library by keywords,

Find By Symptom

Click here to find useful information in the Library related to
children's symptoms.

Community Center
Have a story to share? Want to s=end usz maily Click here to
access our community bulletin boards.



By =ymptom Fecert Topics

GQuestions

Find By Symptom is finding articles related to the

Severity of abdominal pain: How severe is symptom: Abdominal pain. Click Hext to
the child's abdominal pain? continue.

Yiral gastroenteriti=
Paychosomatic pain
L) Sey

rinary tract infection
_ther

i1 Don't Ko
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What do Bayesian networks
have to offer?

* encoding of the covariation between “input” variables - BN
can handle incomplete data sets

= allows one to learn about causal relationships (predictions in
the presence of interventions)

= patural way of combining domain knowledge and data as a
single model
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Three perspectives on
dependency modeling:

Model M1: Model M2: Model M3:
A and B independent A and B dependent A and B dependent

P(A,B) = P(A)P(B) P(A,B) = P(A)P(B|A) P(A,B) = P(B)P(A|B)

® @—®
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Are the links causal?

= Not necessarily, but causality makes it easier
to determine the conditional probabilities.

» Equivalence class=set of BN structures which
can used for representing exactly the same
set of probability distributions.

‘d‘ P(flu, ns) = P(flu)P(xrn | flu)
‘é‘ P(flu, rn) = P(rn)P(flul rn)
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Bayesian networks: basics

= A Bayesian network is @ model of probabilistic
dependencies between the domain variables.

* The model can be described as a list of
dependencies, but is is usually more convenient to
express them in a graphical form as a directed
acyclic network.

= The nodes in the network correspond to the
domain variables, and the arcs reveal the
underlying dependencies, i.e., the hidden structure
of the domain of your data.

R
B C
* The strengths of the dependencies are modeled as “K /J
conditional probability distributions (not shown in 5
the graph). 9
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Bayesian networks:
the textbook definition

= A Bayesian (belief) network representation for a probability
distribution £Pon a domain (X,...,X,) is a pair (G,0), where
G'is a directed acyclic graph whose nodes correspond to the
variables Xj,...,X., and whose topology satisfies the
following: each variable X is conditionally independent of all
of its non-descendants in G, given its set of parents pay,
and no proper subset of pay satisfies this condition. The
second component 0 is a set consisting of all the conditional

probabilities of the form AX|pay). R
R
2 ®
P) 123
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A more intuitive description

* From Bayes' rule, it follows that
P(A,B,C,D)=P(A)P(B|A)P(C|A,B)P(D|A,B,C)

Assume: P(C|A,B)=P(C|A) and P(D|A,B,C)=P (D|B C)

i=1
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And the point is...?

» simple conditional probabilities are easier to
determine than the full joint probabilities

" in many domains, the underlying structure
corresponds to relatively sparse networks, so
only a small number of conditional probabilities
iS needed

P(+a,+b,+c,+d)=

/ { P(-a,+b,+c,+d)=P(-a)
B c P(-a,—b,+c,+d)=P(-a)P(-b|-a)
-« /J P(-a,~b,~c,+d)=P(-a)P(~b|-a)P(~c|-a)
P(-a,-b,—c,—d)=P(-a)P(-b|-a)P(—c|-a)P(-d|-b,—c)
D) P(+a,—b,—c,~d)= P(-b|+a)P(-c|+a)P(-d|-b,—c)

A
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P(TIB)
P(SIF,T)

Acyclic directed probabilistic independence network
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Bayesian Network

T/ Turn Over S Start
-m?ne 1 -yes
-click e

-normal

P(S=yes|T=none) = 0.0

P(T=none) = 0.003 P(S=nolT=none) = 1.0
P(T=click)= 0.001
P(T=normal)= 0.996 P(S=yes|T=click) = 0.02

P(S=nolT= click) = 0.98

P(S=yes|/T=normal) = 0.97
P(S=nolT=normal) = 0.03
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Missing Arcs Encode Conditional
Independence

G

p(T=none) = 0.003
p(T=click)= 0.001 p(G=not empty) = 0.995
p(T=normal)= 0.996 p(G=empty) = 0.005
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Defining Bayesian Network
Structure

Given an ordering of the variables (X, ..., X,), the parents of X,,
denoted Pa,, is a subset of {X,,...,X; ;} S.t.

P(Xl-IXl,...,Xl-_l) = P(XllPal)

J

n n
P(Xy,.... X)) =[] P(X;1Xy..... X;_ =] | P(X;| Pa;)
= i=1
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A Modular Encoding of a Joint
Distribution

AN
—>

P(F) P(BIF)=P(B)
P(TIB,F)=P(TIB)

P(GIF,B.,T)=P(GIF,B)
P(SIF,B,T,G)=P(SIF,T)

P(F,B.T,G.S) = P(F) P(BIF) P(TIB,F) P(GIF,B.T) P(SIF,B,T.G)
— P(F) P(B) P(TIB) P(GIF,B) P(SIF,T)
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Local Distributions

p(x16) =[] p(xlpa,.6)
%z - %

/

parameters g local
(finite #) distributions
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Examples of Local Distributions

* Local distributions can be e.q.,
» Multinomial (child and parents are discrete)

P(XFIPa},6) = Ox*1pg)

» Gaussian (child and parents are Gaussian distributions)

p(x,pa,,8)=m + D, b,x, +N(0,07)
X;€Epa;

» Mixture (child and parent either Gaussian or multinomial)
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Factor Analysis

Exploratory tool of choice for many applied areas

all Gaussian
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Hidden Markov Model

Multinomial

> i 8
—® ©® @ ® &

 Multinomial
e (Gaussian
« (Gaussian mixture

o
&
&
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Undirected vs. Directed Models

= Markov network

Gr—0)—2) xLzly, —(x1zId)

" Bayesian networks

O—r)—(2) xLzly, =(xL 7o)
@—>@<—@ —(xLzly), x1z
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Explaining Away (selection bias,
Berkson’s paradox)

If the car doesn't start, hearing the engine turn over
makes no fuel more likely.
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Explaining away: an example

Cat in house P(A=1)=0.05
P(B=1)=0.05
P(C=1|A=0,B=0)=0.001
P(C=1|A=1,B=0)=0.95
P(C=1|A=0,B=1)=0.95
P(C=1|A=1,B=1)=0.99
P(D=1|B=1)=0.99

P(D=1|B=0)=0.1

Runnlng nose Scratch urniture

= Given C=1, the probability of A=1 is about 51%, and the probability
of B=1 is also about 51%

= Given C=1 and D=1, the probability of A=1 goes down to 13%
while the probability of B=1 goes up to 91%
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d-Separation (Pearl 1987)

" Theorem (Verma): X and Y are d-separated
byZ = X L1Y|Z.

" Theorem (Geiger and Pearl): If X and Y are

not d-separated by Z, then there exists an
assignment of the probabilities to the BN

suchthat—= (X LY | Z).
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d-Separation

" A fra//in a BN is a sequence of edges in the
corresponding undirected graph that forms
a cycle-free path

" A node x is a head-to-head node along a
trail if there are two consecutive arcs Y ->
X and X <- Z on that trail

@\® D
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d-Separation

" Nodes X and Y are by nodes Z
along a trail from X to Y if

»every head-to-head node along the trail is in
7 or has a descendant in Z

»>every other node along the trail is not in Z

Nodes Xand Y are by nodes Z if they are not
d-connected by Z along any trail from Xto Y
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Reading out the dependencies

= The Bayesian network on the right represents the
following list of dependencies:

» A and B are dependent on each other no matter what we
know and what we don't know about C or D (or both).

» A and C are dependent on each other no matter what we 6{*
know and what we don't know about B or D (or both). e

» B and D are dependent on each other no matter what we 'B C
know and what we don't know about A or C (or both). /J

» C and D are dependent on each other no matter what we Q)
know and what we don't know about A or B (or both).

» A and D are dependent on each other if we do not know
both B and C.

» B and C are dependent on each other if we know D or if we
do not know D and also do not know A.
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Equivalent Network Structures

Two network structures for domain X are
If they encode the same set of conditional
Independence statements

H—0—®
(x)—()—(2) XIRN7 | Y

O—0—>
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Equivalent Network Structures

Verma (1990): Two network structures for U are
independence equivalent if and only if

» They have the same skeleton Q Q
e

» They have the same v-structures

@@\@ opn
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Singly-connected BNs

" 3 singly connected BN = polytree
(disregarding the arc directions, no two

nodes can be connected with more than
onhe path).

SNl -+ Vo
J/J\JJ\J J/J\Jiv)

singly-connected multi-connected
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Probabilistic reasoning in
singly-connected BNs

? P(X = xIE) < P(Ey_1X = x)P(X = x|Ey. )

P(Ex_|X =x)=]] P(Ey_1X =x)
Y

X
/ < P(Ey_ |X =x)=Y P(Y = yIX = x)P(Ey_Y = y)

Y

Q @ P(X =xlEx, )= P(X =xIZ=2)P(Z =zlE,,)

<

" 3 computationally efficient message-
passing scheme: time requirement linear in
the number of conditional probabilities in 6.
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Probabilistic reasoning in
multi-connected BNs

" generally not computationally feasible as the
problem has been shown to be NP-hard (Cooper
1990, Shimony 1994).

Aﬁ

= exact methods: <

» Clustering ~B.< > } B, C
» conditioning o) i \p.j

» algebraic methods

= approximative methods:
» stochastic sampling algorithms

» deterministic apProximations with bounded accuracy
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So let us play....

/] B-Course - Microsoft Internet Explorer

J File Edit “iew Favortes Toole Help |

= 0 0 W A @ B a9 @
Back Frriarnd Stop Refresh  Home Search Favartes  Histary I ail Print Edit
JAgldress I@ hittp:  b-course. oz helsinki fid j @ Go |J Lirks *

Welcome to B-Course

B-Course is a web-based interactive fuioriql on Bayesian modsling, in particular
dependence modeling. However, it is more than just a tutarial. It is also a free daia
analyeis taol that makes i passible for you to use your even data as exampls daia for
the futorial. Consequently B-Course can be used as an analvsis taol for any research
where dependence modeling based on data is of interest. B-Course can be freely used |
for educational and research purposes only. (Disciaimsr)

B-Course facilities

B-Courze will pude wou through the tratl of dependency modeling. You will learn about
Bayesian modeling and mference using your own data as an example. In case you do not (yet)
have any data sets to analyze, you can take a look on a model we have prepared, or you can select among public data
sets provided in B-Course material and use the selected data as your example.

Along the trail vou will find references to the B-Course hbrary for more detailed mfonmation. We adwise you to study
those texts, because they are wital for truly understandmg what 15 going on i the analysis. When you farnihanize yourself
with the background mformation, you can use B-Course as any other software tool to help you m the analysis of vour
data. If you publish the results, we as the designers of B-Course would appreciate that you acknowledge that the results
were obtained by using B-Course.

» Bead about the goals of B-Course

‘ Begin dependence modeling ‘ =|

|&] Done || B§ Localintianet i
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