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Figure 4.15 Solaris Multithreaded Architecture Example





582497 Operating Systems, Separate exam 11.1.2008 

Please write on each paper the date and the name of the course as well as your name, student id (or social security number) and signature. Try to keep your answers short. Concentrate on the essential and fundamental parts, but still cover the whole content.

1) CLOCK ALGORITHM IN VIRTUAL MEMORY (9 points)

Consider virtual memory Clock page replacement algorithm, when each page has only R-bit (referenced or accessed recently) but no M-bit (modified).

a) How does this Clock page replacement algorithm work? 

b) Who sets new values for R- bits and when?

c) When is this Clock algorithm activated? Who activates it? When does it finish? Does it always terminate?
2) FILE SYSTEM AND I/O (9 p)

We can identify four layers in file systems and file handling: 1) user processes / application, 2) device-independent layer / logical I/O, 3) device-dependent layer / device I/O 4) hardware. Please explain the file handling by describing the tasks and functionalities in each layer, when
a) a file is opened, and 
b) reading a file.
Please pay special attention on what each layer does and when are these tasks on that layer needed. Remember to also mention what information is passed between the layers and where the data needed in decisions is located. Try to explain the operations in the order they happen. You may use either UNIX, Linux or Windows as example. 
3) SCHEDULING (9 p)
a) What is the main difference between non-preemptive and preemptive scheduling? What are its effects? 
b) Process scheduling using Multilevel Feedback-algorithm (q=2i), with three levels. Draw a graph to explain the executions order. Give finish time and turnaround time for each process:
	Process 
	Arrival time 
	Execution time

	A 
	0 
	3

	B 
	1 
	5

	C 
	3 
	2

	D 
	9 
	5

	E 
	12 
	5


c) Explain the main behaviour of Rate Monotonic Scheduling (RMS). Draw a graph to show the scheduling of the following three tasks ( the periods will repeat indefinitely): 
task P1: C1 = 4, T1 = 8      C = execution time

task P2: C2 = 2, T2 = 10      T = period

task P3: C3 = 3, T3 = 12
Can the tasks reach their time limits? (Guess is not enough :-)
4) PROCESSES AND THREADS (9 p)

Observe Solaris processes and threads (see Fig. 4.15 below). Consider two applications: M and K. They both have 6 threads. Application M is of type 3 (with 3 L threads), and application K of type 4 (with 6 L-threads). Assume that the system has 4 processors. Assume that only one of those applications (M or K) is executed in the system at any given time.

a) How many threads can be executing concurrently in machine language level? Explain why. Give a separate answer for applications M and K.
b) If an executing thread will block because of I/O, will the application block or not? Explain why. Give a separate answer for applications M and K.

c) Let us observe one specific thread (Sj) out of 6 threads in the application. When will thread Sj start to execute in some processor? Who makes this decision and when? Give a separate answer for applications M and K.
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