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ABILITY TO NAT ICMP MESSAGES
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Table: Ability to NAT ICMP messages, DNS proxy support, DCCP and SCTP compatibility
TCP THROUGHPUT QUEUING DELAY
Many NATs are clearly unable to perform at the link bandwidth Queuing (and processing) delay stays within reasonable bounds
(100 Mb/s) and many have even more performance problems with for most of the devices, but there is a statistically significant group
full-duplex traffic. that build up delays of 50 ms or more.
The clearly suboptimal performance probably goes unnoticed with 400 L
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BINDING TIMEOUT

Even though it is feasible to make a NAT that never times out TCP
connections (contrary to the case for UDP) unless there is excess
demand for them, many have a timeout, some even irritatingly
MAXIMUM NUMBER OF TCP BINDINGS short one. About half of the tested NATs have a timeout lower
The maximum number of simultaneous TCP bindings varies from than the IETF recommended 7440 seconds, which is set slightly
16 in the low end to 1024 in the high. The test is from a single above the standard TCP keepalive interval of 7200 seconds.
system behind a NAT to a single server:port. Determining the Many either had no timeout or the timeout was over 24 hours.
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