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Abstract. The environmentof mobile computingis in many respectsvery dif-
ferentfrom theenvironmentof thetraditionaldistributedsystemsof today. Band-
width, latency and delay may changedramaticallywhen a nomadicend-user
movesfrom onelocationto anotheror from onecomputingenvironmentto an-
other. Thevarietyof terminaldeviceswhichnomadicusersuseto accessInternet
servicesalsoincreasesat a growing rate.
Dynamic adaptationof a serviceto the propertiesof terminal equipmentand
availablecommunicationinfrastructureis anattractive feature.With application
partitioning,anapplicationconsistingof co-operatingcomponentagentscanbe
dynamicallydistributedon both sidesof the wirelesslink. By selectinga par-
titioning configurationbasedon terminal characteristics,an applicationcanbe
adaptedto thecapabilitiesof theterminal.Partitioningcanalsobeusedfor adapt-
ing to wirelesslink quality, by repartitioningthe applicationwhenlink quality
changessufficiently. We have designeda servicefor performingthepartitioning
decisions,anduseda prototypeimplementationto prove thatthecommunication
delaysincurredby repartitioningareacceptable.

1 Intr oduction

Theenvironmentof mobilecomputingis in many respectsverydifferentfrom theenvi-
ronmentof thetraditionaldistributedsystemsof today. Bandwidth,latency, delay, error
rate,interference,interoperability, computingpower, quality of display, andothernon-
functionalparametersmaychangedramaticallywhena nomadicend-usermovesfrom
onelocationto another, or from onecomputingenvironmentto another– for example
from a wired LAN via a wirelessLAN[3] (WLAN) to a GPRS[11]or UMTS[17] net-
work. Thevarietyof mobileworkstations,handhelddevices,andsmartphones,which
nomadicusersuseto accessInternetservices,increasesat a growing rate.The CPU
power, thequality of display, theamountof memory, software(e.g.operatingsystem,
applications),hardwareconfiguration(e.g.printers,CDs),amongotherthingsranges
from a very low performanceequipment(e.g.handheld organizer, PDA) up to very
highperformancelaptopPCs.All thesecausenew demandsfor adaptabilityof dataser-
vices.For example,palmtopPCscannotproperlydisplayhighquality imagesdesigned
to belookedatonhigh resolutiondisplays,andasnomadicuserswill bechargedbased
ontheamountof datatransmittedovertheGPRSnetwork, they will haveto payfor bits
thataretotally uselessfor them.
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Softwareagenttechnologyhasgainedalot of interestin therecentyears.It is widely
regardedasa promisingtool thatmaysolve many currentproblemsmetin mobiledis-
tributedsystems.However, agenttechnologyhasnot yet beenextensively studiedin
the context of nomadicusers,which exhibits a uniqueproblemspace.The nomadic
end-userwould benefitfrom having thefollowing functionalityprovidedby theinfras-
tructure:Informationaboutexpectedperformanceprovidedbyagents,intelligentagents
controllingthetransferoperations,acondition-basedcontrolpolicy, capabilityprovided
by intelligentagentsto work in adisconnectedmode,advancederrorrecoverymethods,
andadaptability.

TheresearchprojectMonads[10] examinesadaptationagentsfor nomadicusers[15].
In theprojectwehavedesignedasoftwarearchitecturebasedonagentsandwearecur-
rently implementingits prototypes.Our goal is not to developa new agentsystem;in-
stead,we areextendingexisting systemswith mobility-orientedfeatures.TheMonads
architectureis basedon the Mowgli communicationsarchitecture[14] that takescare
of datatransmissionissuesin wirelessenvironments.In addition,we have madeuseof
existing solutions,suchasFIPA specifications[5] andJava RMI [16], asfar aspossi-
ble.However, directusewasnotsufficientbut enhancementsfor wirelessenvironments
werenecessary[2,13].
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Fig.1. TheAdaptationTriad

By adaptabilitywe primarily meanthe ways in which servicesadaptthemselves
to propertiesof terminalequipmentandto characteristicsof communications.This in-
volvesbothmobileandintelligentagentsaswell aslearningandpredictingtemporary
changesin the available Quality-of-Service(QoS) along the communicationspaths.
The fundamentalchallengein nomadiccomputingis dynamicadaptationin the triad
service–terminal–connectivity (seeFigure1) accordingto preferencesof theend-user.

Theability to automaticallyadjustto changesin thewirelessenvironmentin atrans-
parentandintegratedfashionis essentialfor nomadicity– nomadicend-usersareusu-
ally professionalsin otherareasthancomputing.Furthermore,today’s distributedsys-
temsarealreadyverycomplex to useasaproductivetool; thus,nomadicend-usersneed
all thesupport,which anagentbaseddistributedsystemcoulddeliver. Adaptability to
thechangesin theenvironmentof nomadicend-usersis thekey issue.Intelligentagents
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couldplayasignificantrolein implementingadaptability. Oneagentaloneis notalways
ableto makethedecisionhow to adapt,andthereforeadaptationis aco-operationeffort
carriedout by severalagents.Thus,thereshouldbeat leastsomelevel of cooperation
betweenadaptingagents.

Dynamicadaptationof a serviceto thepropertiesof terminalequipmentandavail-
ablecommunicationinfrastructureis anattractivefeature.Wehavepreviouslyexplored
predictive adaptationto availablebandwidthwith a Web browsing agent[15]: When
thenetwork connectionis slow or predictedto becomeslow, thebrowseragentmayau-
tomaticallyusedifferentkindsof compressionmethodsor evenrefuseto fetchcertain
objects.

Wireless L ink

Terminal

Access Node

Partitioned Application

Component Agent Agent Communication 

Fig.2. Applicationpartitioning

We arenow alsoexaminingadaptationto terminalequipmentthroughapplication
partitioning. With applicationpartitioningwereferto theideaof dividinganapplication
intocomponentagentsthatcommunicateusinge.g.FIPA ACL[7] messages.In thisway,
theapplicationis runningin a distributedfashionon bothsidesof thewirelesslink, as
depictedin Figure2.

Partitioning canbe eitherstatic, partially dynamicor fully dynamic. Staticparti-
tioning, wherecomponentagentconfigurationis determinedat compiletime andcan-
not bechanged,is of little interestto us.In partially dynamicpartitioning,thelocation
of a componentagentis determineddynamicallyduring applicationinitialization, but
cannotchangeduring the applicationsession.The most interestingis fully dynamic
partitioning,which allows the componentagentsto be moved at any time during the
applicationsession.This is usefulwhenbandwidth(or otherdynamicresourcessuchas
memory)changesradically, andthechangeis expectedto lastfor sometime.For band-
width, suchadrasticchangewould typically bea verticalhandoveror a disconnection.

Partially dynamicpartitioningis sufficient for adaptingto differentterminaltypes,
but adaptingto bandwidthchanges(including disconnections)requiresfully dynamic
partitioning.Note that fully dynamicpartitioningrequiresthecomponentagentsto be
mobile,whereaspartiallydynamicpartitioningdoesnot.
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2 The Needfor Terminal Adaptation

TheQoSof awirelesslink canvarywildly, dueto interference,network loadandverti-
calhandovers.In somecases,likeverticalhandover, thesechangescanbequitedrastic.
In orderto providesmoothoperation,anapplicationneedsto adaptto changesin QoS.
Traditionally, theadaptationis doneby compressingandreducingcontentthatis trans-
ferredto theterminal.

However, adaptingto just QoSis not enough.Unlike the usersof fixed networks,
whoalmostall havefairly similar, workstation-classterminals,theterminalsof nomadic
usersvary from smartphonesto powerful laptops.Even the sameuseris likely to use
differentclassesof terminals,e.g.a laptopon businesstrips anda PDA or smartphone
duringhis free time. However, currentlythe nomadicuseroftenhasto usea different
applicationfor the samepurposeon different classesof terminals.For example,the
calendarsoftwareon a laptopis likely to bevery sophisticatedandoffer an advanced
graphicaluserinterface,whereasthe softwareon a smartphonewould probablyoffer
only minimal functionality. Eventhoughthe differentapplicationsmaybe ableto ex-
changeinformation,thesituationis still undesirablefor two reasons:

1. An applicationis limited to theterminalclassit wasdesignedfor, and
2. Usershave to learnadifferentapplicationfor eachterminalclass.

Theapplicationcan,of course,be implementedseparatelyfor eachterminalclass,
but this wastesimplementationeffort, anda versionfor smallerterminalsmay have
drasticallyreducedfunctionality. What is requiredis an applicationthat canadaptto
differentterminalclasseswithout sacrificingfunctionality1.

3 Adaptation by Partitioning

We areexaminingadaptationto terminalequipmentandQoSvariationby partitioning
anapplicationinto components.Becauseadaptationof theoverall applicationrequires
that the individual componentscancopewith varying componentconfigurations,the
componentsmustboth be themselvesadaptive, andalsohave a degreeof autonomy.
Thus,it makesobvioussenseto modelthecomponentsasagents.To give anexample:
An email applicationcan work with different typesof terminalsby partitioning the
applicationin differentways,dependingon terminalandwirelesslink characteristics.
Assumetheemailapplicationconsistsof four agents:

1. User interfaceagent: Either a standardFIPA UDMA agent[8] or a dedicatedUI
agentthathasanadvancedgraphicaluserinterfaceandsupportsvoiceinput.

2. Core emailagent: Handlesbasicemailprocessing.
3. Email filtering agent: Groupsandprioritizesmessages,andhandlesany automated

emailprocessing.
4. Email compressionagent: Compressesmessagesprior to transferringthemto the

terminal(this includeslossymethodssuchasleaving out attachments).
1 However, usabilitymaysuffer. No amountof adaptationcanmake thekeyboardor screenof a

smartphonematchthatof a laptop.
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With low-performanceequipment(ahigh-endmobilephone,for example),only the
userinterface(a standardFIPA UDMA agent)of theapplicationrunson theterminal.
If theterminalhasmorecapabilities(likea PDA), alsothecoreemailagentcanrun on
the terminal,with the email filtering andcompressionagentsrunningon the network
side.Finally, with a laptopterminal,all agentsexceptthecompressionagentcanberun
on theterminal.

Partitioningcanbeusedfor adaptingto availablebandwidthaswell. For example,
if bandwidthis very low, it is betterto run thefiltering agenton thenetwork side,since
it maybeableto handlesomeemailsautomatically, andprioritizing meanstheuserwill
get the more importantmessagesfirst. On the otherhand,if bandwidthis high, it is
betterto run thefiltering agenton theterminal,sincethatallows it to moreeasilycom-
municatewith the useraboutfiltering decisions,enablingmorefine-grainedfiltering
control.By usingmobile agents,this kind of adaptationcanbe dynamic,with agents
moving to optimal locationswhile theapplicationis running.We call this repartition-
ing.

Anotherfacetof partitioningis the possibility to usedifferentagentsfor different
terminals,or not to usea particularagentat all. For example,with a high-performance
laptop,a large,dedicatedemailUI agentcanbeusedinsteadof a small,genericFIPA
UDMA agent.Or, when bandwidthis high, the useof an email compressionagent
becomesunnecessary.

3.1 Assumptions

Thedesignof our partitioningsystemis basedon a few assumptions:

Applications arespeciallydesigned We assumethat the applicationis speciallyde-
signedto supportpartitioning,for thefollowing reasons:
1. An applicationthat wasn’t designedto be partitionedis unlikely to be easily

dividedinto separateindependentcomponents.
2. Partitioning,andespeciallyrepartitioning,requiresthecomponentagentsto be

designedflexible so that reconfigurationis possible.It is unrealisticto expect
this from applicationsin general,althoughapplicationsbuilt by component
composition(from ”off-the-shelf”componentagents)in thefuturemight have
therequiredflexibility .

3. Practicalagentapplicationsarestill scarce,so onecanassumethat the most
importantagentapplicationsarestill to be built, andtheir designis thusstill
open.

Application metadatais available Sinceapplicationsarealreadyassumedto bespe-
cially designedfor partitioning,it is notunreasonableto assumethatsomemetadata
(suchasagentresourcerequirements)hasbeenmadeavailableaswell.

Repartitioning is heavy and uncommon The actualtime taken by any singlerepar-
titioning operationdependson availablebandwidthandthe sizeof the agentsin-
volved,but weassumethatrepartitioningis aheavy operation,dueto bothits trans-
actionalnatureandtheneedto transferagentstate.Thus,repartitioningwould be
worthwhile only whendrasticchangesin circumstancesoccur (e.g.vertical han-
dover).
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Notethat theinitialization of a partitionedapplicationis a muchlighter operation,
but maystill requireapplicationcodeto betransferredover thewirelesslink.

3.2 How to Partition an Application

Our projecthaspreviously produceda systemfor predictingnear-futureQoSfluctua-
tions[15].We utilize thesepredictions,alongwith profiles,to make partitioningdeci-
sions.

Threetypesof profilesareused:

Application profiles The Applicationprofile lists the componentagentsin the appli-
cation,anda setof possibleconfigurationsfor them.For eachconfiguration,agent
locationsandacommunicationprofilearegiven,aswell asanutility valuethatrep-
resentshow “good” (in termsof usability) thatconfigurationis for theuser. If the
applicationis willing to sharesomeagentswith otherapplications,thatinformation
would beherealso.
Notethatalternative(suchasdifferentGUI agents)andoptional(suchascompres-
sion agents)agentscanbe representedby configurationswhereall agentsarenot
included.

Agent profiles Agentprofilescontainresourcerequirementsfor the agent,aswell as
startupcostandrepartitioning(movement)costs.Additionally, therearethreeflags:

– ExternalAgent: The agentdoesnot understandpartitioningmessages.It can
still beusedin a partitionedapplication,but theotheragentshave therespon-
sibility for ensuringthat its stateis preservedacrossrepartitioning.From the
point of view of thepartitioningservicethis flag simply meansthat theagent
will beexcludedfrom partitioningprocessesexceptfor telling it to move to a
new locationor to shutdown.

– Movable: Theagentis mobile.If it is anexternalagent,its movementmustbe
accomplishedthroughnormalagentmanagementoperations.

– Replaceable: Theagentcanbereplacedby anotheragent.Thisrequiresthatthe
agentis eitherstatelessor savesits stateto otheragentsbeforerepartitioning.

Note that an agentmight be neithermovable nor replaceable.For theseagents,
relocationis eithernot possibleor not desirable.Repartitioningsthatwould affect
theseagentsarenotpossible.

Terminal profiles Thecapabilitiesof terminals,suchasmemoryandscreensize,are
listedin terminalprofiles.

Figure 3 illustrateshow a partitioning decisionis made.When an applicationis
started,the partitioningservicefirst loadsthe applicationprofile. The list of agentsis
thenusedto gettheresourcerequirementprofilesfor theagents.Theserequirementsare
comparedagainsttheterminalcapabilityprofile to geta list of possibleconfigurations
for this terminal,andthecommunicationprofilesfor thoseconfigurations.

In simpleterms,for eachpossibleapplicationconfiguration,its bandwidthuse(from
the communicationprofile) is addedto the bandwidthuseof currentlyrunningappli-
cations,to getcombinedbandwidthuse.This is thendeductedfrom thepredictedtotal
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Fig.3. Partitioningdecision

availablebandwidth,to getthepredictednetavailablebandwidth.This is theprediction
of theremainingbandwidthaftertheapplicationis started.

The reality is only slightly morecomplex: A predictionof availablebandwidthis
notasinglevaluebut adistributionthatgivestheprobabilityfor gettingaspecificband-
width. Likewise,thebandwidthuseof anapplicationvariesaccordingto a probability
distribution.Thus,theresultof theabovecalculationis alsoa distribution.

If the resultingdistribution givesa high probability for having a negative net (re-
maining)bandwidth,thatmeansthattheconfigurationthatis beingexaminedcannotbe
runwith theavailablebandwidth.Otherwise,theresultingdistributionis givenanutility
score thatis basedonhow muchbandwidthwastakenby it, andtheutility valueof that
configurationfor the user(availablefrom the applicationprofile). The scoreis penal-
izedif theconfigurationexhaustsavailableresourcesontheterminal.Theconfiguration
with thebestfinal scoreis thenselected.

3.3 Starting the Application

Theapplicationstartupsequenceis shown in Figure4. Theoriginal startuprequest(1)
is directedto the partitioning service.First, the partitioning serviceselectsa unique
ID for theapplicationsession.Thenit queriestheyellow pages(e.g.a FIPA DF[6]) in
theterminalandon thenetwork side(2) to seeif someagentsarealreadyrunningand
previously registered(2b), andthenissuescreate-agentrequestsfor thoseagentsthat
arenot running(or cannotbeshared)(3).

To startanagent,thepartitioningservicemayusea Factoryservicethatadvertises
itself via the yellow pages,or it cancontactthe agentplatform directly (e.g.a FIPA
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Fig.4. Applicationstartup

AMS[6]). Either way, a new agentis created(4). If agentprofiles containa startup
cost, the fact that an agentis runningcanalsobe taken into accountwhenselecting
configurations.Whenanagenthassuccessfullyinitialized itself, it sendsamessage(5)
to thepartitioningserviceto confirmthatit is ready.

Finally, the applicationsessionID is sentto all participatingagents,togetherwith
informationabouttheirpartners(6), bindingthemtogetherto form theapplication.The
applicationsessionID is especiallyimportantfor sharedagents,who useit to man-
agetheir stateinformation.Applicationcommunicationcannow start(7). In fully dy-
namicpartitioning,this phasecanbe redoneduring repartitioningto remove the need
for reroutingmessagesof movedagents.

3.4 Repartitioning

The weaknessof partially dynamicpartitioningis thatwhile the partitioningdecision
dependson both terminal capabilitiesand the QoS of the wirelessconnection,only
terminalcapabilitiesarerelatively static.QoSmay changedrasticallyduring the life-
time of anapplicationsession,makinga previouslymadepartitioningdecisioninvalid.
Fully dynamicpartitioningbecomesnecessary:Theapplicationmustbe repartitioned
by moving its componentagentsto new locations.Thus,mobileagentsarerequired.

In fully dynamicpartitioning,thedecisionmakingprocessis rerunwhenQoSis pre-
dictedto changedrastically. Frequentrerunsof theprocesscanbeavoidedby ignoring
smallerchanges,or by only consideringverticalhandoffs anddisconnections.

If arerunof thedecisionmakingprocessshowsthatanotherconfigurationis superior
to thecurrentone,thedifferenceof theutility scoresof theconfigurations(theprofit),
multiplied with the time the new conditionsare predictedto last, is comparedto a
penaltycalculatedfrom the repartitioningcostsof the agents.If the profit is greater,
repartitioningis initialized.
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Theactualrepartitioningprocess,shown in Figure5, is somewhatlike a two-phase
commit(seee.g.[9]). First, thepartitioningservicesendseachcomponentagenta par-
titioning requestthatcontainstheapplicationsessionID andtheagent’sorders(to stay,
move,bereplacedor shutdown), andasksif theagentis ableto participate.Theagent
checksif it canfreeitself of any applicationstatethatcannotbecarriedover therepar-
titioning process,andsendsa yes answerif it can.Oncethe answerhasbeensent,
theagententersa statewhereit waitsfor thepartitioningprocessto complete,refusing
requestsnot relatedto thepartitioningprocess.Notethateventhoughanagentanswers
no, it shouldnot continuenormaloperation,sinceotheragentsin theapplicationmay
not bereadyto continueyet.

Error handlingfollows the normal two-phasecommit procedure,with oneexcep-
tion: An agentmay be unableto move becauseit is sharedby otherapplications.In
that case,it sendsbacka no answer, andadditionallyindicatesthat the refusalis due
to a sharingviolation. The partitioningservicemay thenimmediately(without abort-
ing) resendthe partitioningrequestto the agent,but with replacementordersinstead
of movementorders.Sincethe additionalmessageexchangetakestime, service-type
sharedagentsshouldpreferrablybemarkedasnon-movablein theagentprofile.

If thepartitioningservicegetsayes answerfromall agents,it thensendseachagent
amessagewhich tells themwhatto do.Onceanagenthascompletedtheorder, it sends
backa reply to the partitioningserviceto signal that the orderhasbeensuccessfully
executed.If theagentplatformdoesnotsupportadequatemessagereroutingafteragent
movement,thereplymaycontainthenew messagingaddressof theagent.

If thenew configurationrequiresagentsthatwerenot presentin theold one,these
arecreatedthesameway asin applicationstartup,describedin theprevioussection.If
anagentin theold configurationis not presentin thenew one,its orderwill beto shut
down, andit will sendthereply just beforeshuttingdown.

Finally, onceall agentshave reportedin, thepartitioningservicesendseachagent
acontinue messageto tell themthat the repartitioninghascompleted,andinforms
themof changedmessagingaddressesandnew, removedor replacedagents.Theagents
cannow continuefrom wherethey left off. Notethatin somecasesthis is not straight-
forward;for example,asimpleuserinterfaceagentmayhavebeenreplacedwith amore
complex one,or someagentsmaynot bepresentin thenew configuration.However, it
is up to theagentsthemselvesto adaptto thenew situation.

3.5 Repartitioning and PersonalMobility

As shown by Figure6, repartitioningcanalsobe usedfor personalmobility. This re-
quiresonly minor extensionsto the systemdescribedabove. Firstly, the partitioning
serviceon terminalA mustfetchtheterminalprofile for terminalB, anduseit instead
of theterminalA profile.Secondly, all agentsthattherepartitioningprocesswouldhave
placedon terminalA, areissuedordersto move to terminalB. Agentsthatarespecific
to aterminaltypemaybereplacedby others,but thatis anormalpartof thepartitioning
process.Finally, thepartitioningserviceon terminalA mustpasson theresponsibility
for theapplicationto thepartitioningserviceon terminalB.
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3.6 An ExampleScenario

To give an ideaof the communicationcostsinvolved in partitioning,we have built a
prototypeof thepartitioningsystem,usingtheJADE 1.4 [1, 4] agentplatform2. It was
testedwith a testapplicationconsistingof four agents,mimicing theemailapplication
example.Eachagenthadonly the functionalitynecessaryfor thepartitioningprocess,
andsomedummystatedata.

Table 1. ExampleAgents

Agent Description StateInf ormation Footprint

UDMA Genericuserinterfaceagent 10 kB 100kB 3

DGUI DedicatedUI 10 kB 1 MB
Core CoreEmailAgent 100kB 1 MB
Filter EmailFilteringAgent 20 kB 200kB
Compr EmailCompressionAgent – 200kB

Theagents,theirstatedataandmemoryrequirements(ascontainedby theprofiles)
aredescribedin Table1. Thetestscenariois outlinedin Figure7:

1. Theuseris in heroffice,usinga desktopcomputerwith a 100MbpsLAN connec-
tion. Shestartsreadinghermail. Thepartitioningsystemchoosesa configuration
with a dedicatedUI agentandwithout an email compressionagent,whereevery-
thing is runningon theterminal,andstartstheemailapplication.

2 The reasonfor usingJadeis that it is alsootherwiseusedby our project.However, JADE’s
implementationof agentmobility is not optimized,sousingit alsohasthebenefitof getting
conservative results.

3 Thegenericuserinterfaceagentcanbesharedby otherapplications.
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2. Theuserreadshermail. After a while, shecomesacrossonethatrequiresa reply,
andswitchesto voiceinput,dictatingthereply message.

3. After dictating about half of the reply, she noticesit is time to go home,and
switchesto herpalmtop,which hasa 2 MbpsWLAN connectionin theoffice,and
a28.8kbpsGSMHigh SpeedDataconnection[12]while outside4. Thepartitioning
systemmovestheemailapplicationto thepalmtop,usingnow aconfigurationwith
a genericuserinterfaceagent.The partial reply is saved to the stateof the core
emailagent,andmovedwith it.

4. Theuserfinisheswriting thereplywhile waitingfor theelevator. Becauseageneric
UI agentis used,the GUI of the email applicationis now lesspolished,andno
longeracceptsvoiceinput,but theusercancontinueto write thereplyusingnormal
text input.

5. Basedon thetime,andthefactthattheuserleft theoffice,theQoSpredictionsys-
tem[15] givesa high probability thatbandwidthwill soondrop dramatically. The
partitioningsystemrecalculatestheoptimalconfiguration.Theresultingconfigura-
tion hasanemailcompressionagentandtheemailfilter agenton thenetwork side,
andtheotheragentsin theterminal.

6. The usercontinuesto readher email using this configurationwhile sitting in a
train. Although the userinterfaceof the email applicationis more bare(generic
UI), attachedimageslosesomedetailor areomitted(compression),andmessages
from mailing listsareignored(filtering), sheis still usingthesameapplication,and
eventhesameapplicationsession,aswhenshestartedreadingheremail.

The scenariowastestedwith our prototype.The testwasrun usinga PentiumIII
Linux workstationasthe accessnode,a PentiumII Linux workstationasthe desktop
terminalandaPentiumLinux laptopasthepalmtopcomputer. A realWLAN wasused,

4 All theseconnectiontypesarealreadycommerciallyavailable.
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but the GSM datalink wassimulatedwith software.The resultsaregiven in Table2.
Notethatthetimesaremedianvaluesfrom five testruns.

Table 2. TestResults

Event Bandwidth Statedata Time

Applicationstart(1) 100Mbps – 0.7s
Terminalchangerepartitioning(3) 2 Mbps 120kB 4.3s
QoSchangerepartitioning(5) 2 Mbps 20kB 2.2s

As canbeseen,thecommunicationdelaysarequiteacceptablefor thisscenario.On
thelastpartitioning,however, thatis dueto thesuccessfulQoSpredictionthatallowed
repartitioningto be initiated while bandwidthwasstill high. If the repartitioninghad
beendoneafter the drop in QoS,whenbandwidthwasdown to 28.8kbps,the repar-
titioning would have taken 14 seconds– still acceptable,but a very noticeabledelay.
Notethatapplicationclasseswerealreadypresenton accessnodeandterminals.

4 Conclusionsand Future Work

We have shown how partitioningcanbe usedto adaptan applicationto varying QoS
andterminalcapabilities.Partitioningcanbeusedfor implementingpersonalmobility,
aswell. Ourfirst testsindicatethatthesolutionis feasibleasfarascommunicationcosts
areconcerned.

Our next stepwill be to fully implementthe partitioningsystemanduseit in the
MonadsQoSpredictionsystem,so that the predictionsystemcanbe optimally con-
figuredfor differentterminaltypes.Theproblemof how to minimizestatelossduring
repartitioningis alsoworthy of attention.Finally, partitioning-relatedmessagingmust
beoptimizedto reducethepartitioningoverhead.
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