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Abstract. The ervironmentof mobile computingis in mary respectsvery dif-
ferentfrom theernvironmentof thetraditionaldistributedsystemsf today Band-
width, lateny and delay may changedramaticallywhen a nomadicend-user
movesfrom onelocationto anotheror from onecomputingervironmentto an-
other Thevariety of terminaldeviceswhich nomadicusersuseto accessnternet
servicesalsoincreasestagrowing rate.

Dynamic adaptationof a serviceto the propertiesof terminal equipmentand
available communicatiorinfrastructureis an attractive feature With application
partitioning,an applicationconsistingof co-operatingcomponenagentscanbe
dynamicallydistributed on both sidesof the wirelesslink. By selectinga par
titioning configurationbasedon terminal characteristicsan applicationcanbe
adaptedo thecapabilitiesof theterminal.Partitioningcanalsobeusedfor adapt-
ing to wirelesslink quality, by repartitioningthe applicationwhenlink quality
changesuficiently. We have designeda servicefor performingthe partitioning
decisionsanduseda prototypeimplementatiorto prove thatthe communication
delaysincurredby repartitioningareacceptable.

1 Intr oduction

Theenvironmentof mobilecomputingis in mary respectvery differentfrom the ervi-
ronmentof thetraditionaldistributedsystemsf today Bandwidth lateng, delay error
rate,interferenceinteroperability computingpower, quality of display andothernon-
functionalparametersnay changedramaticallywhena nomadicend-usemovesfrom
onelocationto anothey or from onecomputingervironmentto another for example
from awired LAN via awirelessLAN[3] (WLAN) to a GPRS[11]Jor UMTS[17] net-
work. Thevariety of mobile workstationshandhelddevices,andsmartphoneswhich
nomadicusersuseto accesdnternetservices,ncreasest a growing rate. The CPU
power, the quality of display the amountof memory software (e.g.operatingsystem,
applications) hardware configuration(e.g. printers,CDs), amongotherthingsranges
from a very low performancezquipment(e.g. handheld organizer PDA) up to very
high performancéaptopPCs.All thesecausenew demanddor adaptabilityof dataser
vices.For example,palmtopPCscannotproperlydisplayhigh quality imagesdesigned
to belookedat on high resolutiondisplays,andasnomadicuserswill bechagedbased
ontheamountof datatransmittecbverthe GPRSnetwork, they will haveto payfor bits
thataretotally uselesdor them.



Softwareagentechnologyhasgainedalot of interestin therecentyearslt is widely
regardedasa promisingtool thatmay solve mary currentproblemsmetin mobiledis-
tributed systems However, agenttechnologyhasnot yet beenextensiely studiedin
the context of nomadicusers,which exhibits a unique problemspace.The nomadic
end-usemwould benefitfrom having thefollowing functionality provided by theinfras-
tructure:Informationaboutexpectedhberformancerovidedby agentsintelligentagents
controllingthetransferoperationsa condition-basedontrolpolicy, capabilityprovided
by intelligentagentdo work in adisconnectethode advancederrorrecoverymethods,
andadaptability

TheresearclprojectMonadg10] examinesadaptatioragent§or nomadicuserq15].
In the projectwe have designed softwarearchitecturébasecbn agentsandwe arecur-
rently implementingits prototypesOur goalis notto developa new agentsystem;in-
steadwe areextendingexisting systemswith mobility-orientedfeaturesThe Monads
architecturas basedon the Mowgli communicationsrchitecturd14] thattakescare
of datatransmissionssuesn wirelesservironmentsln addition,we have madeuseof
existing solutions,suchasFIPA specificationg5] andJava RMI [16], asfar aspossi-
ble. However, directusewasnot sufficientbut enhancement®r wirelessernvironments
werenecessary?2, 13].
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Fig. 1. The AdaptationTriad

By adaptabilitywe primarily meanthe waysin which servicesadaptthemseles
to propertiesof terminalequipmentandto characteristicef communicationsThis in-
volvesboth mobile andintelligentagentsaswell aslearningandpredictingtemporary
changesn the available Quality-of-Service(QoS) along the communicationgaths.
The fundamentakhallengein nomadiccomputingis dynamicadaptationin the triad
service—terminal-connegtty (seeFigurel) accordingo preferencesf theend-user

Theability to automaticallyadjustto changesn thewirelessernvironmentin atrans-
parentandintegratedfashionis essentiafor nomadicity— nomadicend-usersreusu-
ally professionalsn otherareaghancomputing.Furthermoretoday’s distributedsys-
temsarealreadyerycomples to useasaproductivetool; thus,nomadicend-usersieed
all the support,which an agentbaseddistributedsystemcould deliver. Adaptability to
thechangesn theernvironmentof nomadicend-userss thekey issue Intelligentagents



couldplayasignificantrolein implementingadaptabilityOneagentaloneis notalways
ableto makethedecisionhow to adaptandthereforeadaptatioris a co-operatioreffort

carriedout by severalagentsThus,thereshouldbe at leastsomelevel of cooperation
betweeradaptingagents.

Dynamicadaptatiorof a serviceto the propertiesof terminalequipmentndavail-
ablecommunicatiorinfrastructurds anattractive feature We have previously explored
predictive adaptatiorto available bandwidthwith a Web browsing agent[15]: When
thenetwork connectioris slow or predictedo becomeslow, thebrowseragentmayau-
tomaticallyusedifferentkinds of compressiommethodsor evenrefuseto fetch certain
objects.
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Fig. 2. Application partitioning

We arenow alsoexaminingadaptatiorto terminalequipmenthroughapplication
partitioning. With applicationpartitioningwe referto theideaof dividing anapplication
into componenagentgshatcommunicateisinge.g.FIPA ACL[7] messagesn thisway,
theapplicationis runningin a distributedfashionon both sidesof the wirelesslink, as
depictedn Figure2.

Partitioning can be either static, partially dynamicor fully dynamic Static parti-
tioning, wherecomponentgentconfigurationis determinecat compiletime andcan-
not be changedis of little interestto us. In partially dynamicpartitioning,the location
of a componentgentis determineddynamicallyduring applicationinitialization, but
cannotchangeduring the applicationsession.The mostinterestingis fully dynamic
partitioning, which allows the componeniagentsto be moved at ary time during the
applicationsessionThisis usefulwhenbandwidth(or otherdynamicresourcesuchas
memory)changesadically, andthechangds expectedo lastfor sometime. For band-
width, suchadrasticchangewould typically be a verticalhandaer or a disconnection.

Partially dynamicpartitioningis sufficient for adaptingto differentterminaltypes,
but adaptingto bandwidthchangegincluding disconnectionsjequiresfully dynamic
partitioning.Note thatfully dynamicpartitioningrequiresthe componentgentso be
mobile,whereagartially dynamicpartitioningdoesnot.
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2 The Needfor Terminal Adaptation

The QoSof awirelesslink canvary wildly, dueto interferencenetwork loadandverti-
calhandwers.In somecaseslik e verticalhandwer, thesechangesanbe quitedrastic.
In orderto provide smoothoperationanapplicationneedgo adaptto changesn QoS.
Traditionally, the adaptatioris doneby compressingndreducingcontentthatis trans-
ferredto theterminal.

However, adaptingto just QoSis not enough.Unlike the usersof fixed networks,
whoalmostall havefairly similar, workstation-clasgerminalstheterminalsof nomadic
usersvary from smartphone$o powerful laptops.Eventhe sameuseris likely to use
differentclasse®f terminals,e.g.alaptopon businesdrips anda PDA or smartphone
during his free time. However, currentlythe nomadicuseroften hasto usea different
applicationfor the samepurposeon different classesof terminals.For example,the
calendarsoftwareon a laptopis likely to be very sophisticatednd offer an advanced
graphicaluserinterface,whereaghe software on a smartphonevould probablyoffer
only minimal functionality. Eventhoughthe differentapplicationsmay be ableto ex-
changednformation,the situationis still undesirabldor two reasons:

1. An applicationis limited to theterminalclassit wasdesignedor, and
2. Usershaveto learnadifferentapplicationfor eachterminalclass.

The applicationcan,of course beimplementedseparatelffor eachterminalclass,
but this wastesimplementationeffort, and a versionfor smallerterminalsmay have
drasticallyreducedfunctionality. What s requiredis an applicationthat can adaptto
differentterminalclassesvithout sacrificingfunctionality®.

3 Adaptation by Partitioning

We areexaminingadaptatiorto terminalequipmentandQoSvariationby partitioning
anapplicationinto componentsBecausedaptatiorof the overall applicationrequires
that the individual componentsan copewith varying componentonfigurationsthe
componentsnustboth be themseles adaptve, and also have a degree of autonomy
Thus,it makesobvious sensdo modelthe componentasagentsTo give anexample:
An email applicationcan work with differenttypesof terminalsby partitioning the
applicationin differentways,dependingon terminalandwirelesslink characteristics.
Assumethe email applicationconsistf four agents:

1. Userinterfaceagent Eithera standard=IPA UDMA agent[8] or a dedicatedJI
agentthathasanadvancedgraphicaluserinterfaceandsupportsvoiceinput.

2. Core emailagent Handlesbasicemail processing.

3. Emailfiltering agent Groupsandprioritizesmessagegndhandlesany automated
emailprocessing.

4. Email compessionagent Compressemessagesrior to transferringthemto the
terminal(thisincludeslossymethodssuchasleaving out attachments).

! However, usabilitymay suffer. No amountof adaptatiorcanmale the keyboardor screernf a
smartphonenatchthatof alaptop.



With low-performancequipmenta high-endmobile phone for example),only the
userinterface(a standard=IPA UDMA agent)of the applicationrunson the terminal.
If theterminalhasmorecapabilities(like a PDA), alsothe coreemailagentcanrun on
the terminal,with the emailfiltering and compressioragentsrunning on the network
side.Finally, with alaptopterminal,all agentsexceptthecompressiomgentcanberun
ontheterminal.

Partitioning canbe usedfor adaptingto available bandwidthaswell. For example,
if bandwidthis very low, it is betterto run thefiltering agenton the network side,since
it maybeableto handlesomeemailsautomaticallyandprioritizing meangheuserwill
get the more importantmessageéirst. On the other hand,if bandwidthis high, it is
betterto runthefiltering agenton theterminal,sincethatallowsit to moreeasilycom-
municatewith the useraboutfiltering decisions,enablingmore fine-grainedfiltering
control. By usingmobile agentsthis kind of adaptatiorcanbe dynamic,with agents
moving to optimallocationswhile the applicationis running.We call this repartition-
ing.

Anotherfacetof partitioningis the possibility to usedifferentagentsfor different
terminals,or notto usea particularagentat all. For example,with a high-performance
laptop,a large, dedicatecemail Ul agentcanbe usedinsteadof a small, genericFIPA
UDMA agent.Or, when bandwidthis high, the use of an email compressioragent
becomesinnecessary

3.1 Assumptions
Thedesignof our partitioningsystemis basedon a few assumptions:

Applications are speciallydesigned We assumehat the applicationis speciallyde-
signedto supportpartitioning,for thefollowing reasons:

1. An applicationthatwasnt designedo be partitionedis unlikely to be easily
dividedinto separaténdependentomponents.

2. Partitioning,andespeciallyrepartitioning requireshe componenagentdgo be
designedlexible sothatreconfiguratioris possible lt is unrealisticto expect
this from applicationsin general,althoughapplicationsbuilt by component
composition(from "off-the-shelf’componentgents)n the future might have
therequiredflexibility .

3. Practicalagentapplicationsarestill scarcesoonecanassumehatthe most
importantagentapplicationsarestill to be built, andtheir designis thus still
open.

Application metadatais available Sinceapplicationsarealreadyassumedo be spe-
cially designedor partitioning,it is notunreasonabl assumehatsomemetadata
(suchasagentresourcaequirementshasbeenmadeavailableaswell.

Repartitioning is heavy and uncommon The actualtime taken by ary singlerepar
titioning operationdependsn available bandwidthandthe size of the agentsin-
volved,butwe assumehatrepartitioningis aheary operationdueto bothits trans-
actionalnatureandthe needto transferagentstate.Thus,repartitioningwould be
worthwhile only whendrasticchangesn circumstance®ccur (e.g. vertical han-
dover).



Notethatthe initialization of a partitionedapplicationis a muchlighter operation,
but may still requireapplicationcodeto betransferrecverthewirelesslink.

3.2 How to Partition an Application

Our projecthaspreviously produceda systemfor predictingnearfuture QoSfluctua-
tions[15]. We utilize thesepredictions,alongwith profiles,to make partitioningdeci-
sions.

Threetypesof profilesareused:

Application profiles The Application profile lists the componentagentsin the appli-
cation,anda setof possibleconfigurationgor them.For eachconfigurationagent
locationsanda communicatiorprofile aregiven,aswell asanutility valuethatrep-
resentshow “good” (in termsof usability) that configurationis for theuser If the
applicationis willing to sharesomeagentswith otherapplicationsthatinformation
would be herealso.

Notethatalternatve (suchasdifferentGUI agentsandoptional(suchascompres-
sion agents)agentscanbe representedby configurationsvhereall agentsare not
included.

Agent profiles Agentprofilescontainresourcaequirementdor the agent,aswell as
startupcostandrepartitioning{movement)osts Additionally, therearethreeflags:

— External Agent The agentdoesnot understangartitioningmessagedt can
still be usedin a partitionedapplication but the otheragentshave the respon-
sibility for ensuringthatits stateis presered acrossrepartitioning.Fromthe
point of view of the partitioningservicethis flag simply meansthat the agent
will be excludedfrom partitioning processesxceptfor telling it to moveto a
new locationor to shutdown.

— Movable Theagentis mobile.If it is anexternalagent,its movementmustbe
accomplishedhroughnormalagentmanagemendperations.

— ReplaceableTheagentcanbereplacedy anotheagent.Thisrequireghatthe
agentis eitherstateles®r savesits stateto otheragentdeforerepartitioning.

Note that an agentmight be neithermovable nor replaceableFor theseagents,
relocationis eithernot possibleor not desirable Repartitioningghat would affect
theseagentsaarenotpossible.

Terminal profiles The capabilitiesof terminals,suchasmemoryandscreersize,are
listedin terminalprofiles.

Figure 3 illustrateshow a partitioning decisionis made.When an applicationis
started the partitioning servicefirst loadsthe applicationprofile. The list of agentsis
thenusedto gettheresourceequiremenprofilesfor theagentsTheserequirementsre
comparedagainstthe terminalcapabilityprofile to geta list of possibleconfigurations
for thisterminal,andthe communicatiorprofilesfor thoseconfigurations.

In simpleterms for eachpossibleapplicationconfigurationijts bandwidthuse(from
the communicatiorprofile) is addedto the bandwidthuseof currently runningappli-
cations,to getcombinedbandwidthuse.This is thendeductedrom the predictedtotal
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Fig. 3. Partitioningdecision

availablebandwidthto getthe predictedhetavailablebandwidth Thisis the prediction
of theremainingbandwidthafterthe applicationis started.

Thereality is only slightly more complec«: A predictionof available bandwidthis
notasinglevaluebut adistribution thatgivestheprobabilityfor gettinga specificband-
width. Likewise, the bandwidthuseof anapplicationvariesaccordingto a probability
distribution. Thus,theresultof the above calculationis alsoa distribution.

If the resultingdistribution givesa high probability for having a negative net (re-
maining)bandwidth thatmeanghatthe configuratiorthatis beingexaminedcannotbe
runwith theavailablebandwidth Otherwisetheresultingdistributionis givenanutility
scoke thatis basedn how muchbandwidthwastakenby it, andtheutility valueof that
configurationfor the user(available from the applicationprofile). The scoreis penal-
izedif theconfiguratiorexhaustsavailableresource®ntheterminal. Theconfiguration
with the bestfinal scoreis thenselected.

3.3 Starting the Application

The applicationstartupsequencés shavn in Figure4. Theoriginal startuprequesi1)
is directedto the partitioning service.First, the partitioning serviceselectsa unique
ID for the applicationsessionThenit queriesthe yellow pageqe.g.a FIPA DF[6]) in
theterminalandonthe network side(2) to seeif someagentsarealreadyrunningand
previously registered(2b), andthenissuescreate-agentequestdor thoseagentsthat
arenotrunning(or cannotbe shared)3).

To startanagentthe partitioningservicemay usea Factoryservicethatadwertises
itself via the yellow pagesor it cancontactthe agentplatform directly (e.g.a FIPA
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AMSJ6]). Either way, a new agentis created(4). If agentprofiles containa startup
cost, the fact that an agentis running can alsobe taken into accountwhen selecting
configurationsWhenanagenthassuccessfullynitialized itself, it sendsa messag¢5s)
to the partitioningserviceto confirmthatit is ready

Finally, the applicationsessionD is sentto all participatingagentstogetherwith
informationabouttheir partnerq6), bindingthemtogetherto form theapplication.The
applicationsessionD is especiallyimportantfor sharedagentswho useit to man-
agetheir stateinformation. Application communicatiorcannow start(7). In fully dy-
namicpartitioning, this phasecanbe redoneduring repartitioningto remove the need
for reroutingmessagesf movedagents.

3.4 Repartitioning

The weaknes®f partially dynamicpartitioningis that while the partitioningdecision
dependson both terminal capabilitiesand the QoS of the wirelessconnection,only
terminal capabilitiesare relatively static. QoS may changedrasticallyduring the life-

time of anapplicationsessionmakinga previously madepartitioningdecisioninvalid.

Fully dynamicpartitioningbecomesecessaryThe applicationmustbe repartitioned
by moving its componentagentso new locations. Thus,mobile agentsarerequired.

In fully dynamicpartitioning,thedecisionmakingrocesss rerunwhenQoSis pre-
dictedto changedrastically Frequenterunsof the processanbe avoidedby ignoring
smallerchangesor by only consideringverticalhandofs anddisconnections.

If arerunof thedecisionmakingrocesshovsthatanotheiconfiguratioris superior
to the currentone,the differenceof the utility scoresof the configurationgthe profit),
multiplied with the time the new conditionsare predictedto last, is comparecdto a
penaltycalculatedfrom the repartitioningcostsof the agentslf the profit is greater
repartitioningis initialized.
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Theactualrepartitioningprocessshown in Figure5, is somavhatlike a two-phase
commit(seee.q.[9]). First, the partitioningservicesendssachcomponenagenta par
titioning requesthatcontaingheapplicationsessiorlD andtheagents orders(to stay
move, bereplacedor shutdown), andasksif the agentis ableto participate. Theagent
checksf it canfreeitself of any applicationstatethatcannotbe carriedover therepar
titioning processand sendsa yes answerif it can.Oncethe answerhasbeensent,
theagententersa statewhereit waits for the partitioningprocesdo complete refusing
requestsiot relatedto the partitioningprocessNotethateventhoughanagentanswers
no, it shouldnot continuenormaloperationsinceotheragentsn the applicationmay
not bereadyto continueyet.

Error handlingfollows the normaltwo-phasecommit procedurewith one excep-
tion: An agentmay be unableto move becauset is sharedby otherapplications.n
thatcase,it sendsbacka no answeyrandadditionallyindicatesthat the refusalis due
to a sharingviolation. The partitioning servicemay thenimmediately(without abort-
ing) resendthe partitioning requestto the agent,but with replacemenbrdersinstead
of movementorders.Sincethe additionalmessagexchangetakestime, service-type
sharedagentsshouldpreferrablybe markedasnon-movablein theagentprofile.

If thepartitioningservicegetsay es answeifrom all agentsit thensendsachagent
amessag@hichtellsthemwhatto do. Onceanagenthascompletedheorder, it sends
backa reply to the partitioning serviceto signalthat the orderhasbeensuccessfully
executedIf theagentplatformdoesnot supportadequatenessageeroutingafteragent
movementthereply may containthe nev messagingddres®f theagent.

If the new configurationrequiresagentshatwerenot presenin the old one,these
arecreatedhe sameway asin applicationstartup,describedn the previoussection.If
anagentin theold configurationis not presenin the new one,its orderwill beto shut
down, andit will sendthereplyjustbeforeshuttingdown.

Finally, onceall agentshave reportedin, the partitioningservicesendssachagent
acont i nue messagéo tell themthatthe repartitioninghascompletedandinforms
themof changednessagin@ddresseandnew, removedor replacedagentsTheagents
cannow continuefrom wherethey left off. Notethatin somecaseshis is not straight-
forward;for example,asimpleuserinterfaceagentmayhave beenreplacedvith amore
comple« one,or someagentsmay not be presenin the new configuration However, it
is up to theagentshemselesto adaptto the new situation.

3.5 Repartitioning and Personal Mobility

As showvn by Figure 6, repartitioningcanalso be usedfor personalmobility. This re-
quiresonly minor extensionsto the systemdescribedabove. Firstly, the partitioning
serviceon terminal A mustfetchthe terminalprofile for terminalB, anduseit instead
of theterminalA profile. Secondlyall agentghattherepartitioningprocessvould have
placedonterminalA, areissuedordersto move to terminalB. Agentsthatarespecific
to aterminaltypemaybereplaceddy others put thatis a normalpartof thepartitioning
processFinally, the partitioningserviceon terminal A mustpasson the responsibility
for the applicationto the partitioningserviceon terminalB.
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3.6 An Example Scenario

To give anideaof the communicationcostsinvolved in partitioning, we have built a
prototypeof the partitioningsystem,usingthe JADE 1.4 [1, 4] agentplatforn?. It was
testedwith a testapplicationconsistingof four agentsmimicing the emailapplication
example.Eachagenthadonly the functionality necessaryor the partitioningprocess,
andsomedummystatedata.

Table 1. ExampleAgents

|Agent | Description |State Inf ormation|Footprint |
UDMA |Genericuserinterfaceagent 10kB 100kB ®
DGUI DedicatedJ! 10kB 1MB
Core CoreEmail Agent 100kB 1MB
Filter Email Filtering Agent 20kB 200kB
Compr| Email Compressiorgent - 200kB

Theagentstheir statedataandmemoryrequirementgascontainecdy theprofiles)
aredescribedn Table 1. Thetestscenarids outlinedin Figure7:

1. Theuseris in heroffice, usinga desktopcomputemwith a 100MbpsLAN connec-
tion. Shestartsreadingher mail. The partitioning systemchoosesa configuration
with a dedicatedJl agentandwithout an email compressioragent,whereevery-
thing is runningon theterminal,andstartsthe email application.

2 The reasonfor usingJadeis thatit is alsootherwiseusedby our project. However, JADE’s
implementatiorof agentmobility is not optimized,so usingit alsohasthe benefitof getting
conserative results.

% Thegenericuserinterfaceagentcanbe sharedby otherapplications.
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Fig. 7. ExampleScenario

2. Theuserreadshermail. After awhile, shecomesacrossonethatrequiresareply,
andswitchego voiceinput, dictatingthereply message.

3. After dictating abouthalf of the reply, she noticesit is time to go home,and
switchesto herpalmtop,which hasa 2 MbpsWLAN connectiorin the office, and
a28.8kbpsGSM High Speedataconnection[12}vhile outsidé. Thepartitioning
systemmovesthe emailapplicationto the palmtop,usingnow a configuratiorwith
a genericuserinterfaceagent.The partial reply is saved to the stateof the core
emailagentandmovedwith it.

4. Theuserfinisheswriting thereply while waiting for theelevator Because generic
Ul agentis used,the GUI of the email applicationis now lesspolished,and no
longeracceptyoiceinput, but theusercancontinueto write thereply usingnormal
text input.

5. Basedonthetime, andthefactthatthe userleft the office, the QoSpredictionsys-
tem[15] givesa high probability that bandwidthwill soondrop dramatically The
partitioningsystenrecalculateshe optimal configuration Theresultingconfigura-
tion hasanemailcompressiomgentandthe emailfilter agenton the network side,
andtheotheragentdn theterminal.

6. The usercontinuesto read her email using this configurationwhile sitting in a
train. Although the userinterfaceof the email applicationis more bare (generic
Ul), attachedmagedosesomedetail or areomitted (compression)andmessages
from mailing lists areignored(filtering), sheis still usingthesameapplicationand
eventhe sameapplicationsessionaswhenshestartedreadingheremail.

The scenariowastestedwith our prototype.The testwasrun usinga Pentiumlll
Linux workstationasthe accessode,a Pentiumll Linux workstationasthe desktop
terminalanda PentiumLinux laptopasthe palmtopcomputerA real WLAN wasused,

* All theseconnectiortypesarealreadycommerciallyavailable.
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but the GSM datalink was simulatedwith software.The resultsaregivenin Table2.
Notethatthetimesaremedianvaluesfrom five testruns.

Table 2. TestResults

|Event |Bandwidth [State data| Time]
Applicationstart(1) 100Mbps - 0.7s
Terminalchangerepartitioning(3)] 2Mbps | 120kB |4.3s
QoSchangeepartitioning(5) 2 Mbps 20kB [2.2s

As canbeseenthecommunicatiordelaysarequiteacceptabldor this scenarioOn
thelastpartitioning,however, thatis dueto the successfuQoSpredictionthatallowed
repartitioningto be initiated while bandwidthwasstill high. If the repartitioninghad
beendoneafter the dropin QoS,whenbandwidthwasdown to 28.8kbps,the repar
titioning would have taken 14 seconds- still acceptablebut a very noticeabledelay
Notethatapplicationclassesverealreadypresenbn accessiodeandterminals.

4 Conclusionsand Futur e Work

We have showvn how partitioning can be usedto adaptan applicationto varying QoS
andterminalcapabilities Partitioning canbe usedfor implementingoersonamobility,
aswell. Ourfirst testsindicatethatthesolutionis feasibleasfarascommunicatiorcosts
areconcerned.

Our next stepwill beto fully implementthe partitioning systemanduseit in the
MonadsQoS predictionsystem,so that the predictionsystemcan be optimally con-
figuredfor differentterminaltypes.The problemof how to minimize statelossduring
repartitioningis alsoworthy of attention.Finally, partitioning-relatednessagingnust
be optimizedto reducethe partitioningoverhead.
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