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## Basic Idea

(1) Maximize likelihood (like in NML).
(2) Normalize over current observation, $x_{i}$.
(3) Combine obtained conditionals.

Always gives a stochastic process (unlike NML).
Each conditional is "locally" minimax optimal.
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Representation (3) is new. $\Rightarrow$ sequentially normalized least squares (SNLS)

## Sequentially Normalized Least Squares
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The maximizing variance is given by $\hat{\tau}_{n}=\frac{1}{n-m} \sum_{t=m+1}^{n}\left(y_{t}-\hat{y}_{t}\right)^{2}$, and the resulting non-normalized joint density is
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## Sequentially Normalized Least Squares

The SNLS criterion is given by
$\operatorname{SNLS}(n, k)$

$$
\begin{aligned}
& =\frac{n-m}{2} \ln \hat{\tau}_{n}-\frac{1}{2} \ln \hat{e}_{m+1}-\ln \frac{\Gamma\left(\frac{n-m}{2}\right)}{\Gamma(1 / 2)}+\ln \prod_{t=m+2}^{n} \frac{\sqrt{\pi}}{1-d_{t}} \\
& =\frac{n-m}{2} \ln \left(2 \pi e \hat{\tau}_{n}\right)+\sum_{t=m+1}^{n} \ln \left(1+c_{t}\right)+R_{n}
\end{aligned}
$$

where the remainder term $R_{n}$ is insignificant.
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Theorem: If the data is generated by a $k$-parameter linear-quadratic model (either non-random $X_{n}$, or AR model), then we have
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and
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almost surely for almost all $\beta$ and $\sigma^{2}$.
Note that the effective number of parameters is doubled.

Experiment: AR Model Order Estimation
sample size, $n$

|  |  | 50 | 100 | 200 | 400 | 800 | 1600 | 3200 |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k=1$ | AIC | 70.5 | 71.3 | 72.0 | 70.0 | 71.4 | 70.8 | 70.9 |
|  | BIC | 93.5 | 96.9 | 97.9 | $\mathbf{9 8 . 0}$ | 99.4 | 99.5 | 99.4 |
|  | PLS | 75.8 | 86.3 | 91.1 | 93.5 | 96.7 | 97.8 | 98.1 |
|  | NML | 82.5 | 88.3 | 89.7 | 91.5 | 94.3 | 95.9 | 96.6 |
|  | SNLS | 78.5 | 87.5 | 92.2 | 93.9 | 97.0 | 98.1 | 98.3 |
| $k=4$ | AIC | 42.8 | 52.5 | 60.1 | 63.3 | 65.4 | 66.5 | 67.5 |
|  | BIC | 45.7 | 59.6 | 67.8 | 76.5 | 82.6 | 88.3 | 91.4 |
|  | PLS | 42.1 | 58.3 | 68.5 | 77.0 | 82.5 | 88.3 | 91.9 |
|  | NML | 45.0 | 60.2 | 68.0 | 76.7 | 82.5 | 88.0 | 91.6 |
|  | SNLS | 42.4 | 59.2 | 69.4 | 77.0 | 82.4 | 88.5 | 92.0 |
| $k=7$ | AIC | 33.7 | 45.4 | 55.3 | 59.6 | 63.6 | 65.7 | 67.3 |
|  | BIC | 29.2 | 43.4 | 59.1 | 69.5 | 77.9 | 82.8 | 88.6 |
|  | PLS | 30.0 | 44.7 | 60.5 | 70.0 | 78.5 | 82.9 | 88.6 |
|  | NML | 28.8 | 44.2 | 59.8 | 69.8 | 78.3 | 83.0 | 88.4 |
|  | SNLS | 30.1 | 46.5 | 61.2 | 70.6 | 79.4 | 83.2 | 88.9 |
| $k=10$ | AIC | 28.5 | 43.9 | 51.5 | 59.3 | 64.2 | 67.1 | 67.7 |
|  | BIC | 20.6 | 35.7 | 51.0 | 66.1 | 74.4 | 81.4 | 85.5 |
|  | PLS | 20.1 | 35.7 | 50.7 | 65.0 | 73.4 | 80.8 | 84.8 |
|  | NML | 20.2 | 37.1 | 51.9 | 66.8 | 74.6 | 81.4 | 85.8 |
|  | SNLS | 21.4 | 37.9 | 52.3 | 66.5 | 74.8 | 81.8 | 85.6 |

