Decoding Emotional Valence from Electroencephalographic Rhythmic Activity
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Abstract—We attempt to decode emotional valence from electroencephalographic rhythmic activity in a naturalistic setting. We employ a data-driven method developed in a previous study, Spectral Linear Discriminant Analysis, to discover the relationships between the classification task and independent neuronal sources, optimally utilizing multiple frequency bands. A detailed investigation of the classifier provides insight into the neuronal sources related with emotional valence, and the individual differences of the subjects in processing emotions. Our findings show: (1) sources whose locations are similar across subjects are consistently involved in emotional responses, with parietal sources being especially significant, and (2) even though the locations of the involved neuronal sources are consistent, subjects can display highly varying degrees of valence-related EEG activity in the sources.

I. INTRODUCTION

An important question in neuroscience is how emotions are represented in the brain. Related questions include a) how stable and discrete concepts such as ‘pleasant’ and ‘unpleasant’ can form in complex neuronal mechanisms, and b) why and how such representations are varying across individuals. While it is rather clear that high degrees of subjectivity are involved in the emotional responses, for example in their elicitation and the cognitive contents, it would seem equally clear that there exists a common enough platform that gives rise to these discrete categories—which is the core interest in affective neuroscience.

From a more technological perspective, another major challenge in emotion research is their online decoding. This is even more challenging in a naturalistic setting, i.e. outside of a laboratory. We would like to monitor and detect emotions in real-time and in real-life scenarios. In aging societies, for instance, distress situations detected by such monitoring could be important for improving caregiving.
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A combination of these two aims presents a unique challenge. For instance, the neuronal bases of emotions have to some degree been identified through functional magnetic resonance imaging (fMRI) studies (see e.g. [1]). However, the “laboratory settings” required for fMRI do not apply easily to real-life. A recent trend has been to exploit the more mobile electroencephalography (EEG) for designing brain-machine interfaces. This trend is further encouraged by the finding that distinct brain oscillations measurable by EEG are associated with distinct brain states [2]. With its high temporal resolution, EEG is also a strong candidate for monitoring the temporal evolution of emotions.

Major problems in this scenario are the relatively low signal-to-noise ratio and the low spatial resolution of EEG. Together they make EEG-based decoding a non-trivial machine learning problem. Typically, the goal in previous research has been to obtain data which is as clean as possible, by minimizing artifacts and interference from all sensory modalities in a laboratory setting (e.g., [3]). By contrast, our aim is decoding emotions in naturalistic settings. Although similar previous attempts exist (e.g. [4], [5]), the difficult nature of the naturalistic task combined with the limitations of the EEG resulted in relatively modest decoding accuracy. Moreover, conventional approaches provide only limited insight into underlying neuroscientific processes. For instance, the coefficients of a linear classifier cannot directly provide valuable information on the neuronal representations [6]. These limitations demand more sophisticated machine learning algorithms for emotion decoding from EEG signals.

Recently, Kauppi \textit{et al.} [7] proposed a data-driven decoding method, Spectral Linear Discriminant Analysis, for decoding brain states based on rhythmic brain signal activity. They validated the method in a multi-modal sensory stimuli classification context, but the method seems equally applicable for decoding emotions. The key advantage is its ability to reveal task-relevant spectrospatial sources of brain activity. In this paper, we apply this method to decode emotional valence from EEG signals in a naturalistic setting. Thus, our results demonstrate the feasibility of valence decoding that is robust to eye movement artifacts, in contrast to the frontal alpha-asymmetry or event-related potential studies.

II. MATERIALS AND METHODS

A. Experimental Procedure and Data Acquisition

All experiments were conducted in the experimental smart house [8]. The participants sat on a comfortable chair at a distance of 1.2m from a television (Regza, Toshiba Co.,
Tokyo, Japan). Stimulus presentation was controlled by Presentation (Neurobehavioral Systems, Inc., Berkeley, CA). CPz-referenced EEG signals were recorded from 32 scalp sites using eego sports amplifier and waveguard cap (ANT Neuro, Enschede, Netherlands) at a sampling rate of 512 Hz.

To induce emotions, we used an emotional induction task by using a standardized emotional movie library [9]. Each movie had a duration of 20-30s, and was labeled by the authors of the library with one of four emotional conditions: positive, negative, neutral, or mixed valence. The experiment consisted of 7 sessions, each including 4 emotion condition blocks. In each condition block, the subject was shown a wash-out movie for 90s, followed by a sequence of 4 movies that are labeled with the same emotional condition. The order of emotion condition blocks was randomized. In total 112 videos were shown (7 sessions × 4 conditions × 4 movies).

B. Preprocessing

We used EEGLAB [10] to preprocess raw EEG data. Data was first band-pass filtered (Butterworth, order 2) between 5-50 Hz, re-referenced in mean of all electrodes and downsampled to 128Hz. To remove physiological and environmental artifacts, we applied Independent Component Analysis and ADJUST [11]. In addition, we removed components with significantly higher high-frequency power spectrum densities compared to alpha-band as electromyography (EMG) artifacts. Altogether 5-10 components were rejected from each subject. We epoched the last 20-seconds in each video into three 8s epochs with 2s overlaps. The number of epochs for each condition was 84 (7 sessions × 4 movies × 3 epochs).

Next, Fourier-transform was applied for each epoch in every channel, and this short-time Fourier transformed data was used as input in time-frequency based Independent Component Analysis (Fourier-ICA, [12]). Fourier-ICA estimates the independent neuronal sources, or ‘independent components’ (ICs) of each subject’s brain activity, returning the spatial distribution and frequency spectrum of ICs. (Fig. 1-A and B). Since the rank decreased to approximately 20 during artifact rejection, Principal Component Analysis was applied a priori to reduce the dimensionality to 20. The final frequency band of interest was selected as 5-20 Hz. Fourier-ICA was repeated three times with random initialization, and the estimation with the highest objective was used.

C. Classification

We used the Spectral Linear Discriminant Analysis (SLDA) by Kauppi et al. [7] to learn a classification between the epochs labeled with positive vs. negative valence. (The neutral and mixed-labeled epochs were discarded.)

SLDA classifier design is a two-step process which first computes a task-discriminative spectral weight vector and a corresponding spectral projection for each category and IC (feature extraction), and then finds an optimal combination of task-relevant ICs using sparse logistic regression (feature selection and classification). In SLDA, each feature corresponds to a spatial pattern of an IC with its discriminative spectral characteristics. A benefit of the SLDA is that besides classification, it automatically recovers the relevant subset of features, providing useful neuroscientific insights.

Feature Extraction: Let an ‘observation’ at epoch n be:

\[
Z(n) = [z_1(n), z_2(n), ..., z_C(n)]^T \in \mathbb{R}^{C \times F},
\]

where \(z_i(n)\) are the absolute values of the Fourier coefficients of IC \(i\), \(C\) is the number of ICs, and \(F\) is the total number frequency bins. For each category \(k\) and IC \(i\), SLDA estimates the maximally discriminative vector \(f_{ki}\) between category \(k\) and the other categories. (For the 2-class case, a single discriminative vector per IC is enough and \(k\) can be dropped.) This estimation is done by assuming a special case of regularized linear discriminant analysis (LDA), where the regularization term of the within-class scatter matrix is infinitely large. (Hence the name, “Spectral-LDA”.) The short-time spectra of the observations are projected onto \(f_i\):

\[
x(n) = [f_1^T z_1(n), f_2^T z_2(n), ..., f_C^T z_C(n)]^T \in \mathbb{R}^{C \times 1},
\]

where \(x(n)\) denotes the new representation of the data point of epoch \(n\), and \(f_i\) is the spectral weight vector estimated for IC \(i\) by LDA (Fig. 1-C). In this representation, a frequency bin that is discriminative for the IC gets a large feature value.

Sparse Logistic Regression: The final classification decision is made by sparse logistic regression using a linear kernel: \(h(c; x(n)) = c^T x(n) = \sum_{i=1}^{C} \sum_{j=1}^{F} c_{ij} z_{ij}(n)\), in which each Fourier coefficient \(z_{ij}\) of each IC \(i\) both has its own spectral weight \(f_{ij}\) (Fig. 1-C), and is also weighted through the IC-specific coefficient \(c_i\) (Fig. 1-D). This is in accordance with SLDA’s assumption that separate sources are likely to have separate spectra for different categories.

Interpretation of SLDA via Clustering: Since the ICs of each brain are slightly different, in order to interpret SLDA results, we group together the subjects whose spatial distributions of ICs are similar. This is done by an agglomerative hierarchical clustering over the spatial maps (Fig. 1-E). A cluster that is composed of a ‘sufficient’ number of ICs over subjects is likely to represent a common brain source. Moreover, if the ICs in this cluster have high coefficients, this cluster is likely relevant in the classification. Conversely, a cluster with close-to-zero coefficients would be less relevant.

Evaluating the Discriminability of Components: To quantify the ‘discriminability’ of the spectra of an IC in response
Most valence-discriminable subjects:

\[ \text{S 11 IC 4: -2.1e-01} \]

\[ \text{S 2 IC 6: -2.0e-01} \]

\[ \text{S 3 IC 8: -4.4e-01} \]

\[ \text{S 16 IC 7: -2.2e-02} \]

To positive vs. negative stimuli, we define a measure:

\[ \text{disc} = \sum_{\text{z} = F_{\text{max}}}^{F_{\text{max}}} \left[ \frac{\mu_p(z) - \mu_n(z)}{\sigma^2_p(z) + \sigma^2_n(z)} \right]^2, \quad (3) \]

where \( z \) is a frequency in \([F_{\text{min}} = 5\, \text{Hz}, F_{\text{max}} = 20\, \text{Hz}]\), \( \mu_p(z) \) and \( \mu_n(z) \) denote the mean Fourier coefficients in positive and negative valence epochs, and \( \sigma^2_p(z) \) and \( \sigma^2_n(z) \) denote the corresponding variances over epochs. This measure is high when there is a significant difference between the two spectra, and when they are consistent over trials.

**Training Settings:** The training of SLDA was conducted for each subject by a leave-one-block-out paradigm, using 6 of the subject blocks for training, and the remaining block for testing. This procedure was repeated 7 times by changing the test block, and the obtained 7 classification results were averaged to obtain our final estimate of the test accuracy. It is important to use the leave-one-block-out scheme to avoid bias in the test accuracy due to temporal dependencies between adjacent epochs. To see if our results were significantly above the chance level (50%), we conducted a permutation test [13] based on 100 permutations of the category labels.

**TABLE I: Individual decoding accuracies (mean ± standard deviation).** The statistically significant (permutation test, \( p < 0.05 \)) results are indicated with bold text and an asterisk.

<table>
<thead>
<tr>
<th>Subj</th>
<th>SLDA</th>
<th>Random</th>
<th>Subj</th>
<th>SLDA</th>
<th>Random</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>75 ± 10%</td>
<td>50 ± 11%</td>
<td>1*</td>
<td>50 ± 11%</td>
<td>49 ± 10%</td>
</tr>
<tr>
<td>2*</td>
<td>74 ± 12%</td>
<td>50 ± 11%</td>
<td>8*</td>
<td>55 ± 9%</td>
<td>49 ± 8%</td>
</tr>
<tr>
<td>3*</td>
<td>70 ± 14%</td>
<td>50 ± 10%</td>
<td>10</td>
<td>56 ± 11%</td>
<td>50 ± 10%</td>
</tr>
<tr>
<td>6*</td>
<td>64 ± 12%</td>
<td>50 ± 8%</td>
<td>15</td>
<td>54 ± 13%</td>
<td>50 ± 10%</td>
</tr>
<tr>
<td>16*</td>
<td>63 ± 13%</td>
<td>50 ± 11%</td>
<td>5*</td>
<td>59 ± 9%</td>
<td>50 ± 10%</td>
</tr>
<tr>
<td>12*</td>
<td>60 ± 9%</td>
<td>50 ± 8%</td>
<td>4*</td>
<td>74 ± 12%</td>
<td>50 ± 10%</td>
</tr>
<tr>
<td>9*</td>
<td>57 ± 10%</td>
<td>50 ± 10%</td>
<td>Mean</td>
<td>59%</td>
<td>50%</td>
</tr>
</tbody>
</table>

**Fig. 2:** A relevant cluster. *(Far-left)* The mean spatial map of the cluster. *(Middle-left)* ICS from the most valence-discriminable subjects that are associated with the cluster. *(Middle-right)* ICS from average valence-discriminable subjects. *(Far-right)* ICS from the least valence-discriminable subjects. Within each IC: *(Left)* spatial distribution and coefficient, *(Middle)* mean spectra during positive (red) vs. negative (black) valence epochs, *(Right)* spectral weights. Note that y-axis for the spectra denotes arbitrary units: The scale represents the absolute value of the ICs and has no physical meaning.

**III. RESULTS**

First, we tried to decode subjects’ emotional valence during positive vs. negative valence videos. Table I shows the decoding accuracies for positive vs. negative valence in individual subjects, which were from 75% to 46% (highest: S11, 75±10%; lowest: S7, 46±10%, mean: 59%). SLDA was significantly above chance level (permutation test, \( p < 0.05 \)) for 11 subjects out of 17 (64.7%). We found a high variability of decoding accuracy across subjects.

Next, we attempt to understand individual differences of spatial-spectral features between subjects with higher and lower decoding accuracies. One of the major advantages of SLDA is offering an interpretation of the spectral characteristics of different brain sources, in terms of their contributions to different states. Specifically, the trained classifiers can provide insight on (1) the brain sources related to emotional valence, and (2) the reasons for the variance across subjects.

Fig. 2 presents the most relevant cluster that SLDA has identified. Sample ICS belonging to this cluster are also shown. When an IC has a high coefficient, it is relevant for the classification of that subject. High spectral weights for any given frequency band similarly mean this band is relevant to the classification. Finally, a big difference between the spectra of the positive and negative valence epochs hints this IC is displaying different characteristics for different states.

The ICS in Fig. 2 show a consistently parietal spatial distribution across subjects, and have in general a significant peak in the alpha band. Yet, there is also significant variability across subjects. The subjects whose emotional states can be effectively decoded (valence-discriminable subjects) all show a clear peak, and have high discriminability between the spectra. These ICS also have high coefficients, and their
Fig. 3: The 7 most relevant clusters as identified by SLDA. For each cluster, the mean SLDA coefficient and spatial map (top), and spectra of its most (bottom left) vs. least (bottom right) discriminative ICs are shown. The red and black colors in the spectra denote the mean of positive and negative valence epochs respectively, y-axis is in arbitrary units.

IV. CONCLUSION

We demonstrated that it is possible, at least to some degree, to decode positive vs. negative emotional valence from EEG measurements in a naturalistic setting. 1 We analyzed the EEG signals from subjects watching naturalistic move clips in a real house instead of a laboratory. The decoding method was the recently proposed Spectral Linear Discriminant Analysis, combining preprocessing by Fourier-ICA, optimum frequency band estimation by LDA, IC selection by sparse logistic regression, and hierarchical clustering of the selected ICs across subjects.

An analysis of decoding weights pointed out the important role of the parietal regions in emotional reactions. The proposed methodology enables more-detailed future investigations of the neuronal loci related to emotional processing.

We further found the decoding accuracy varies strongly across subjects. Such variability can be due to differences in the neural representations of emotions, or differences in the quality of measurements over subjects, among other factors.

Clustering subject-wise ICs allowed us to compare neuronal sources across subjects. We found that although the locations of the sources involved are rather similar across subjects, subjects are highly variable in their valence-related rhythmic activity in these sources. This is presumably a major reason for the individual differences in decoding accuracy. The methodology could be used in future to provide insight on the detailed individual differences of emotional responses.
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