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Commonadilities and Differences Among Vectorized
Beamformers in Electromagnetic Source Imaging

M-X Huang*+, J.J. Shih#, R.R. Lee*+, D.L. Harrington?~, R.J. Thoma*%, M.P. Weisend*+,
F. Hanlon#, K.M. Paulson®, T. Li*+, K. Martin*, G.A. Miller?, and J.M. Canive*%&

Summary: A number of beamformers have been introduced tolocalize neuronal activity using magnetoencephalography (MEG) and electroencepha-
lography (EEG). However, currently available information about the major aspects of existing beamformers is incomplete. In the present study, de-
tailed analyses are performed to study the commonalities and differences among vectorized versions of existing beamformers in both theory and
practice. In addition, a novel beamformer based on higher-order covariance analysis is introduced. Theoretical formulas are provided on all major as-
pects of each beamformer; to examine their performance, computer simulations with different levels of correlation and signal-to-noise ratio are stud-
ied. Then, an empirical data set of human MEG median-nerve responses with a large number of neuronal generators is analyzed using the different
beamformers. The results show substantial differences among existing MEG/EEG beamformers in their ways of describing the spatial map of
neuronal activity. Differences in performance are observed among existing beamformers in terms of their spatial resolution, false-positive back-
ground activity, and robustness to highly correlated signals. Superior performance is obtained using our novel beamformer with higher-order
covariance analysis in simulated data. Excellent agreement is also found between the results of our beamformer and the known neurophysiology of

the median-nerve MEG response.
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Introduction

Recently, a variety of beamformer approaches have
been introduced to study neuronal activity using electro-
encephalography (EEG) or magnetoencephalography
(MEG) (Van Veen et al. 1997; Robinson and Vrba 1999;
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Gross and Ioannides 1999; Sekihara et al. 2001; Gross et al.
2001; Barnes and Hillebrand 2003). A beamformer in
EEG/MEG is a set of spatial filters based on the
EEG/MEG lead fields, the covariance matrix of the signal
evaluated for an epoch wherein the number of time points
is several times as many as the number of measurement
channels (Van Veen et al. 1997), and sometimes the
covariance matrix of the noise. The basic principle of
beamformer design is to allow the neuronal signal of in-
terest to pass through in certain source location(s) and ori-
entation(s), called pass-band(s), while suppressing noise
or unwanted signal in other source location(s) or orienta-
tion(s), called stop-band(s). The beamformer approaches
were originally developed as signal processing methods
to detect signals using receptor arrays in acoustic and ra-
dio signals (for detailed review, see Van Veen and Buckley
1988). All existing beamformers in the EEG and MEG liter-
ature are narrow-passing-band beamformers, in which ei-
ther the entire brain volume or just the cortical surface is
divided into a grid of dipoles, and at each grid node, the
beamformer allows signal from that node to pass and sup-
press signal /noise from other nodes.

Beamformer approaches have certain advantages
over traditional multiple dipole fitting. Unlike multiple
dipole fitting where the number of dipoles has to be de-
termined in advance (Huang et al. 1998), the beamformer
requires no a priori assumptions about the number of
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sources to model (Van Veen et al. 1997). In addition, the
dipole approach which depends on assumption of a point
source may not be able to accurately describe the underly-
ing neuronal sources with large extents, whereas the
beamformer has the capability to handle such sources
(Van Veen et al. 1997). The beamformer technique also
has advantages over minimum-norm (L2 and L1 norm)
solutions. Minimum-norm solutions are often smeared,
and their spatial resolution can be low for focal point-like
neuronal sources, while the beamformer can model the
point sources down to the size of the mesh grid (Barnes
and Hillebrand 2003) under favorable signal-to-noise ra-
tios (SNR). Minimum-norm solutions also tend to be bi-
ased toward superficial sources, thus weighting is often
required to handle deep sources. In contrast,
beamformers can easily handle both superficial and deep
sources. Furthermore, statistical tests are usually difficult
for both dipole fitting and minimum-norm solutions,
whereas a variety of statistical analyses can be easily im-
plemented using beamformer approaches (Barnes and
Hillebrand 2003; Gross et al. 2001; Robinson and Vrba
1999). One potential problem with beamformer analyses
is that they are unable to distinguish two sources if their
time-courses are 100% correlated. Although Van Veen
and colleagues (1997) showed that their beamformer was
able to separate two sources whose time-courses corre-
lated 50%, it is unknown how robust other beamformers
are in handling correlated sources.

For any beamformer approach, there are four impor-
tant characteristics (and associated formulas): 1)
beamformer coefficients or weights; 2) neuronal source
time-courses; 3) neuronal activity indexes, a term for de-
scribing the spatial map of the underlying neuronal activ-
ity (Van Veen et al. 1997) for the entire time interval in
which the covariance matrix is calculated; and 4) neuronal
activity indexes for each time point. However, in the litera-
ture only a subset of these four characteristics are typically
described. Consequently, the commonalities and differ-
ences among various beamformer approaches are not
clearly understood. For example, the "minimum variance
beamformers" of Van Veen and colleagues (1997) and of
Robinson and Vrba (1999) are assumed to be the same ap-
proach (Sekihara et al. 2001; Barnes and Hillebrand 2003),
except that one uses a regularization technique (Robinson
and Vrba 1999), and the other does not (Van Veen et al.
1997). However, as we will demonstrate, this is not the
case. Likewise, Sekihara and colleagues (2001) derived a
beamformer claimed to be based on the beamformer tech-
nique of Borgiotti and Kaplan (1979), and claimed to be
very different from the well-known minimum variance
beamformer. Although the simulations of Sekihara and
colleagues (2001) appeared to support this statement, an
examination of the original equations from Borgiotti and
Kaplan (1979) clearly shows that the Borgiotti-Kaplan
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beamformer used exactly the same design as the minimum
variance beamformer.

The goal of the present study is to demonstrate at
both theoretical and practical levels the commonalities
and differences among all existing beamformers in EEG
and MEG. In doing so, we will provide comprehensive
sets of formulas covering all four important aspects of
each beamformer. This will provide users with a com-
plete picture about the strengths and weaknesses of each
beamformer when applied to empirical electromagnetic
data. As we will show later, significant differences exist
among a variety of linearly-constrained beamformers,
particularly in terms of obtaining the spatial map of the
neuronal activity indexes.

The present study begins by providing the theoretical
foundations for each beamformer in the Methods section.
Detailed formulas are given regarding each beamformer’s
weights, source time-courses, and neuronal activity in-
dexes both for each time point and the entire interval in
which the data covariance matrix is calculated. Next, we in-
troduce the theoretical foundation of a novel beamformer
based on higher-order covariance analysis. In the Results
section, computer simulation results are presented that ex-
amine the spatial resolution of the beamformers at different
SNRs for two dipole sources with nearly uncorrelated
time-courses, and for two dipole sources with time-courses
that are correlated to different degrees. Finally, the perfor-
mances of the beamformers are compared using measured
data from an evoked median-nerve MEG response from a
normal human subject. This task is particularly appropriate
because median-nerve stimulation has been routinely used
in humans to study the somatosensory system. Conse-
quently, we have an excellent understanding of the under-
lying neuronal systems, which allowed us to predict with
confidence where sources should be found. However, ex-
cept for one EEG study (Van Drongelen et al. 1996), me-
dian-nerve responses have not been analyzed using a
beamformer approach. This may be due to the relatively
large number of neuronal sources activated in a relatively
short period of time by the median-nerve stimulation with
typical repetition rates, which challenges covariance-based
analysis techniques such as beamformer. For example, pre-
vious neurophysiology studies (including MEG) have
shown that strong stimulation of the peripheral nerve can
activate: 1) contralateral primary somatosensory area (SI)
with a first component around 20 ms post-stimulus in hu-
mans (Wood et al. 1985; Hari et al. 1993; Forss et al. 1994;
Kawamura et al. 1996; Mauguiere et al. 1997a; Mauguiere et
al. 1997b; Forss and Jousmaki 1998; Jousmaki and Forss
1998; Hari and Forss 1999; Huang et al. 2000); 2)
contralateral primary motor area (MI) with a first compo-
nent around 20-30 ms post-stimulus in humans (Rosen and
Asanuma 1972; Lemon and Porter 1976; Jones et al. 1978,
1979; Wong et al. 1978; Lemon van der Burg 1979; Lemon
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1981; Davidoff 1990; Baldissera and Leocani 1995;
Kawamura et al. 1996; Spiegel et al. 1999; Huang et al. 2000);
3) contralateral superior parietal area (Jones et al. 1978,
1979; Forss et al. 1994; Boakye et al. 2000; McGlone et al.
2002; Waberski et al. 2002); 4) supplementary motor area
(SMA) (Urbano et al. 1997; Boakye et al. 2000; Barba et al.
2001); 5) premotor area (Park and Del Toro 1995;
Mauguiere et al. 1997b; Bergeron and Braddom 1998); and
6) bilateral secondary somatosensory areas (SII) (Hari et al.
1993; Forss and Jousmaki 1998; Hari and Forss 1999;
Fujiwara et al. 2002; Simoes et al. 2003). This type of chal-
lenge is thus especially valuable for evaluating the limita-
tions and relative performance of various beamformer
strategies in real-world data analysis.

Methods

Vectorized Linearly-Constrained Minimum-
Variance Beamformer

The electric potential measured by EEG or magnetic
fields measured by MEG for an interval of time can be ex-
pressed in an MxN data matrix:

B()=[b(t, ), b(t,),..., bty )] (1)

where N is the number of time samples in the data and
b(t;) is a Mx1 vector containing the electric potentials or
magnetic fields at M sensor sites for a specific time point
t;.. The b(t;) can be expressed in terms of the lead-fields,
active dipole time-courses, and noise:

B(t) = LQ(t) + Noise () (2)

where Lis, in general, an Mx3P lead field matrix for P di-
polelocations. Each column of L is called a lead-field vec-
tor representing the electric potentials/magnetic fields at
M sensors due to the unit dipole moment at a dipole loca-
tion pointing at either x, y, or z principal direction using
the Cartesian coordinate system (or p, 6, ¢ direction using
the spherical coordinate system). In the special case of the
MEG spherical head model, the radial component of the
dipole moment has no contribution to the MEG measure-
ments, and the lead-field matrix then becomes an Mx2P
matrix. The Q(t) in equation 2 is a 3PxN dipole moment
matrix, and Noise(t) is the noise matrix. Each row of Q(#),
namely q(t), represents the dipole time-course at a spe-
cific dipole location and orientation. In general, we can
partition L into P sub-arrays:

L=[L,,L,,...,Ly] (3)

where each Mx3 sub-array L;=[l,1,1,]; represents the

:l/l
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lead-fields ata dipole location i for x, y, and z principal di-
pole orientations. Note that the Cartesian coordinate sys-
tem is used here and in other equations for convenience.
All equations still hold if one uses the spherical coordi-
nate system by simply replacing x, y, z with p, 6, ¢.

Traditionally, beamformer approaches in
EEG/MEG only contain P beamformers, one for each di-
pole location, by assuming that the dipole orientation is
either known in advance or can be obtained through an
extra optimization step (Sekihara et al. 1999; Barnes and
Hillebrand 2003; Vrba and Robinson 2002). However,
such an assumption is not mandatory and can be re-
placed by designing separate beamformers for each indi-
vidual principal dipole orientation using the vectorized
beamformer approaches (Sekihara et al. 2001; Van Veen
et al. 1997). Such a vectorized beamformer design con-
tains 3P beamformers, three for each dipole location cor-
responding to the three principal dipole orientations.
Each beamformer uses a linear combination of the mea-
sured signals B(t) to estimate the dipole time-course at
each dipole location and orientation:

q,.(t)=w,B(t), for k=12,...,3P (4)

where wy is a Mx1 beamformer coefficient vector (or
weights) and q,?(t) is an 1xN estimated dipole
time-course vector in one of the principal directions. The
estimated total power at each dipole location and orien-
tation can be written as:

S, =w;Cw, (5)

where C is the MxM covariance matrix calculated over a
time window containing N time samples:

C = (O~ (OO -bH) ") )

where <o >indicates the ensemble average across N time
samples.

The problem of solving vectorized lin-
early-constrained minimum variance beamformer can
be expressed as:

min{Sk} subject to: w1, = 1fork=12,...,3P. (7)

In a sense, the vectorized linearly-constrained mini-
mum-variance beamformer is a set of 3P spatial filters,
which allow the signal to pass for designated dipole loca-
tion and orientation and stop the signal if the dipole loca-
tion or orientation is different from the designated
location or orientation. The solution to equation 7 can be
easily obtained using the Lagrange multiplier method:



142

w, =C1,(fc,)" for k=12,..,3P  (g)

One can then substitute equation 8 into equation 4
and obtain the dipole time-course for each location and
principal orientation. In general, the designing phase of
the vectorized linearly-constrained minimum-variance
beamformer ends when the beamformer coefficients are
provided by equation 8. However, as shown in the next
subsection, substantial differences start to show up
among different beamformers when estimating the spa-
tial distribution of the underlying neuronal sources, also
called neuronal activity indexes (Van Veen et al. 1997).

By substituting equation 8 into equation 5, one can
also obtain the source power for the entire time window
in which the covariance matrix is estimated:

Se=wiCw, =(1C'1,)" fork=12,..,P (9

However, one cannot use equation 9 directly to describe
the spatial distribution of the underlying neuronal activ-
ity. This is because equation 9 shows erroneously large
values near the center of the head and the noise is
non-uniformly distributed throughout the source space
(Van Veen et al. 1997; Robinson and Vrba 1999; Sekihara
et al. 2001). Another problem with equation 9 is that for
each dipole location, there are three estimations of the
source power corresponding to x, i, and z dipole orienta-
tions, while usually the user is interested in one com-
bined measure for each dipole site.

Vectorized Type 1 Beamformer

To deal with the above problems, Van Veen and col-
leagues (1997) proposed the following measure of
neuronal activity index for the entire interval in which
the covariance matrix is evaluated:

tl{(L?CflLi)_l}

Rtype_l = h{(LTZ_lL ')71}
(Ic) +(ifc™, ) +(lc ),
() (s, ) ()

fori=1,2,...,P (10)

Recall that Li=[1,1,L.]; (see equation 3) is the Mx3
sub-array lead-fields at for x, y, and z dipole orientations
for each dipolelocation 7, X is the noise covariance matrix,
and tr{e} represents the trace operation over the three
principal dipole orientations. Note that the index i goes
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from 1 to P, not 3P. In a sense, equation 10 takes the total
power among the principal orientations and then divides
it by the total noise power among these orientations. The
dipole time-courses can be obtained from equation 4 and
equation 8.

An important piece of information not directly
available from Van Veen and colleagues (1997) is the ex-
pression of neuronal activity index for any time point
where the measured electric potentials/magnetic fields
are b(t). This can be easily derived by calculating the
power of the dipole moment at each time point and di-
viding that power by the same denominator as in
equation 10:

- tr{ W/ b(t)b(t)" W, }
Type 11 @iz L,) "}

fori=1.2,...,P
(1)

where Wi=[w,,w,,w.]; is the Mx3 matrix containing the
coefficients of the beamformer at all three principal di-
rections for each dipole location i. Again, the trace opera-
tion is over the 3 principal dipole orientations.

There is one potential problem with Van Veen and
colleagues’ approach for the neuronal activity index using
equation 10: For some dipole locations, if one principal
orientation generates a much weaker lead-field than the
other two principal orientations do, both the numerator
and denominator of equation 10 will be dominated by the
unreliable weak dipole orientation and not by the other
stronger orientations as they should be. One example of
this is a realistic forward head model such as a boundary
element model (BEM) in MEG data analysis. Unlike the
spherical MEG head model, where radial dipole orienta-
tion generates zero magnetic field, the realistic MEG head
model using the BEM will generate a non-zero, but much
weaker MEG lead-field compared with the two tangential
orientations. As a consequence, equation 10 will be domi-
nated by this unreliable radial dipole moment. This prob-
lem is due to first adding the total power among three
orientations and then dividing the sum by the total noise
power among all three orientations. We propose an alter-
native method: to divide the individual source power of
each direction by its corresponding noise power first, and
then add the ratios together later:

_ _ -1 _
arc); (e'y). (fe'n))

R = + +
e =) gsn,) 0]

fori=1,2,...,P []2]

Now, the problem of a weak orientation overshadowing
the other stronger orientations no longer exists.
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Vectorized Type 2 Beamformer

Sekihara and colleagues (2001) reported a
beamformer approach in MEG, which purportedly was
based on work originally introduced by Borgiotti and
Kaplan (1979). The authors also stated that this
beamformer was different from the well-known mini-
mum-variance beamformer. However, our examination of
Borgiotti and Kaplan’s original paper in 1979 showed that
their beamformer is identical to the linearly-constrained
minimum-variance beamformer described by equation 4
through equation 9. The only deviation was that they used
a different measure from the one used by Van Veen and
colleagues (equation 10) to describe the spatial distribution
of the activity of the sources. Here, we present our deriva-
tion on the vectorized Borgiotti-Kaplan’s beamformer for
the EEG/MEG neuronal activity index. We will then com-
pare our version of Borgiotti-Kaplan’s beamformer with
that of Sekihara and colleagues.

In Borgiotti and Kaplan (1979), (wICw)/(wTw) was
used to describe the source activity where the
beamformer weights w took the identical form to the
minimum-variance beamformer shown previously in
equation 8. Following the same approach, we obtained
the vectorized version of the Borgiotti-Kaplan’s
beamformer (type 2) to express the neuronal activity in-
dex for the entire interval that was used to evaluate the
covariance matrix C:

aZc™,), (ey), alc'n),
Rippe 2 = - + - + =
Pt (i), (ifc™,) (e,

fori=12,...,P

(13)

Since the lead-field is in both the numerator and de-
nominator in the right side of equation 13, one does not
have to worry about the erroneously large values near
the center of the head. The dipole time-courses can be ob-
tained from equation 4 and equation 8, just like the stan-
dard minimum-variance beamformer. The neuronal
activity index of this type 2 beamformer for each time
point can be expressed as:

(wlbob() w,), (wlibebH w, )

Thpe 2(E)= + +
e (W£WX)i (W;wy)i
(w!bbt)" w,), ;
T ori=1.2,...,P
(waZ)i []40]

To be more explicit, the first term in the right-hand
side of equation 14a can be written as:
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(wib®bt) w,). (IC'btbH C'1,),
- (e,

(wiw,),

(14b)

Sekihara and colleagues (2001) stated that they used
the beamformer approach from Borgiotti and Kaplan in
1979. However, we found two major differences between
Sekihara et al. (2001) and Borgiotti and Kaplan (1979). The
first difference was that Borgiotti and Kaplan used ex-
actly the same linearly-constrained minimum-variance
beamformer by assuming w'l to be a constant (usually set
to 1 see equation 7) for all the designated beams. In
Sekihara et al. (2001), w'l was originally claimed to be a
constant, but later it was set to be a complicated function
of the lead-fields and the signal covariance matrix. As a
consequence, the beamformer weight w in Sekihara et al.
(2001) took a different format from that of the standard
minimum-variance beamformer. The second difference
was that Borgiotti and Kaplan (1979) used
(WTCw)/(wTw) to describe the source activity for the en-
tire interval. The corresponding source activity for any
time point would be [wTb(t)b(t)"™w]/(wTw), as shown in
equation 14. Sekihara et al. (2001) did not provide a for-
mula of the neuronal source activity for the entire inter-
val. Instead they used wTb(t)b(t)Tw for the source activity
for any time point using their expression of the
beamformer coefficients.

A very interesting point is that the second difference
between Sekihara et al. (2001) and Borgiotti and Kaplan
(1979) cancelled the first difference in their approaches.
As a consequence, if one follows the steps of Sekihara et
al. (2001), one would get the same equation for the
neuronal activity index at each time point as we did in
equation 14 for the Borgiotti and Kaplan’s beamformer.
Therefore, while the simulations presented in Sekihara et
al. (2001) still hold, itis difficult to follow their derivation.
Moreover, since their beamformer coefficients took a dif-
ferent format from the minimum-variance beamformer,
Sekihara and colleagues claimed that Borgiotti and
Kaplan’s beamformer was different from the well-known
minimum-variance beamformer. However, our deriva-
tion shown earlier demonstrates that Borgiotti and
Kaplan’s beamformer is exactly the same as the mini-
mum-variance beamformer in terms of beamformer coef-
ficients. Borgiotti and Kaplan just used a different
expression for the source spatial activity index than the
other minimum-variance beamformer approaches (e.g.,
type 1 beamformer by Van Veen’s and colleagues).

Another topic discussed by Sekihara et al. (2001) was
the use of signal-space projection to clean up the dipole
time-courses. In this approach, eigenvalue decomposi-
tion was performed on the data covariance matrix C, and
the entire eigenspace was truncated into signal subspace
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(with large eigenvalues) and noise subspace (with small
eigen values). Since C is a square matrix, a singular-value
decomposition of C will be equivalent to the eigenvalue
decomposition (the singular vectors will be the same as
the eigenvectors, and the singular values will be the
square root of the eigenvalues). Then, the beamformer co-
efficient w was projected into the signal subspace:

w,=EElw, fork=12,..3P (15)

where the columns of E; contains the eigenvectors in the
signal subspace. This step can be considered as a trun-
cated regularization approach using subspace projection
(Mosher et al. 1993).

Vectorized Type 3 Beamformer

Another well-known beamformer was presented by
Robinson and Vrba (1999). It was also known as synthetic
aperture magnetometry (SAM). Since SAM was clearly
described as a minimum-variance beamformer (Robin-
son and Vrba 1999), many researchers (e.g. Sekihara et al.
2001; Barnes and Hillebrand 2003) refer to it as the same
minimum beamformer as the one from Van Veen and col-
leagues (1997). However, our analysis will show substan-
tial differences between these two beamformer
approaches.

First of all, the beamformer from Robinson and Vrba
is indeed a linearly-constrained minimum-variance
beamformer. Therefore, the expressions for the
vectorized version of this beamformer are identical to
equation 5 through equation 8. However, Robinson and
Vrba used a different way to describe the neuronal activ-
ity at the ith dipole location for the entire time interval in
which the covariance matrix was estimated. A vectorized
version of their beamformer approach (type 3) is:

(wicw,), (wicw,) (wicw.),

= + +
type_3 (w:{sz)i (wgz‘,\,y)i (szsz)i

_ (lzc_llx),' + (1]’1/“C711y)i
(fc'=c™,), (1jc'=c™1,).
(Zc™),
e fori=12,..,P
“arcrseny, M 16)

Thus, it is clear that this type 3 beamformer (equa-
tion 16) based on Robinson and Vrba’s approach is sub-
stantially different from the type 1 beamformer from Van
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Veen and colleagues (equation 10). However, the type 3
beamformer is quite similar to the vectorized type 2
beamformer from Borgiotti and Kaplan (equation 13). If
the noise in the data is pure white and identically distrib-
uted across sensors, the data covariance matrix Y, will be
anidentity matrix times a constant. In this case, there will
be no difference between the un-regularized type 3
beamformer and the un-regularized version of the type 2
beamformer.

The dipole time-courses of the type 3 beamformer
can be obtained from equation 4 and equation 8, just like
the standard minimum-variance beamformer. We can
also obtain the vectorized neuronal activity index for di-
pole i at each time point:

(Wbt w,), (wibtbn) w,)
wizw),  (wizw,)

(wIbtbt) w,),

Ttype 3 t)=

fori=1,2,...,P
T
(Wz sz)j (170)

To be more explicit, the first term of the right-hand
side of equation 17a can be expressed as:

(wib®bt) w,). (TC'bHbH C'1,),
(wawx) N (lzC_lZC_llx)i

i (170)
To handle the case of noisy data, Robinson and Vrba
(1999) also used a Backus-Gilbert regularization, in
which the signal covariance matrix C in equation 16 was
replaced by C + uZ, where piis the regularization factor.

A Novel Vectorized Beamformer using Higher-
Order Covariance - Type 4

By now, it should be clear that all existing
beamformers for EEG and MEG analysis are lin-
early-constrained minimum-variance beamformers, and
they are identical up to the point of deriving the
beamformer coefficients w;. The beamformers differ in
terms of their different expressions for the neuronal ac-
tivity index. We now introduce a novel way to express
the neuronal activity index using a higher-order
covariance matrix. In our approach (type 4 beamformer),
the covariance matrix used in the minimum-variance
beamformer coefficients (equation 8) is replaced by its
higher-order expression. So, the form of the neuronal ac-
tivity index for the ith dipole for the entire interval where
the covariance matrix was estimated can be expressed as:
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L ey (er)” ler)]
sy (fsmy,) s

fori=12,...,P

(18)

where n1>11is the order of the data covariance matrix. This
expression is similar to our modified version of the type 1
beamformer of Van Veen and colleagues presented ear-
lier (equation 12), but with a higher-order covariance ma-
trix. For our beamformer the dipole time-course was
obtained from equation 4 and equation 8 by replacing the
covariance matrices C and X with C" and X", respectively.
The neuronal activity index for the ith dipole at any time
point can be expressed as:

[wilbtp®) 1" w, ] [wylbob® " w, |

i

Trme 4(t)= — —
0T )]

[w![bep®)" 1" w. ],
Iz);

fori=12,...,P

(19)

where the beamformer coefficients w were obtained us-
ing equation 8 but replacing C with C". The advantage of
our beamformer in comparison to the other approaches
is illustrated in the Results section.

Simulation Setup

First, we examined the performance of different
beamformers using simulated MEG data. In the simula-
tion, we adopted a two-dimensional dipole grid as the
imaging space inside a spherical head. The dipole grid
contains 51 columns and 26 rows with an equal mesh size
of 2 mm. A Neuromag-122 (Neuromag, Helsinki, Fin-
land) whole-head system with 122 channels of pla-
nar-gradiometers was used in the simulation. The
relative location of the image space with respect to the
Neuromag-122 sensors is shown in figure 1. The x-axis in
the figure denotes the left-right direction with positive x
to the right, the y-axis denotes the anterior-posterior di-
rection with positive y to the anterior direction, and the
z-axis was in the superior-inferior direction with positive
z to the superior direction.

Lead-fields were calculated using the Sarvas (1985)
formula. Since the radial dipole orientation does not gen-
erate magnetic fields for the spherical head model, the
principal orientations used in the beamformer analysis
are reduced to two, namely in the directions of the eleva-
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tion angle 8 and the azimuth angle é. Two closely-spaced
dipoles at [-0.8, 0, 7.8] cm and [0, 0, 8] cm, respectively,
were used to generate simulated MEG signals. The simu-
lated dipole orientations for both dipoles were in the pos-
itive y direction. During the first simulation, the two
dipoles were assigned nearly uncorrelated time-courses.
Different SNR levels were examined by adding white
noise to the simulated MEG response. The SNR in the
present study was defined as the ratio of the
root-mean-square (RMS) value of the total MEG signal to
that of the white noise for all 122 sensors within given
time intervals. This SNR definition was similar to the one
defined by the ratio of Frobenius norms used by Sekihara
et al. (2001), and it is also the same as the square-root of
the SNR used by Van Veen et al. (1997), which was de-
fined as theratio of the signal variances to noise variance.

The four vectorized beamformers described in the
Method section were studied in the simulation: 1) type 1
beamformer based on the work of Van Veen and col-
leagues (equation 10); (2) type 2 beamformer based on the
work of Borgiotti and Kaplan (equation 13) with regular-
ization using signal-space projection (equation 15) by
Sekihara and colleagues; (3) type 3 beamformer based on
the work on Robinson and Vrba (equation 16) with
Backus-Gilbert regularization; and (4) Our type 4
beamformer (equation 18), using the higher-order
covariance matrix. The performance of these
beamformers was measured by their ability to (1) effec-
tively resolve two closely-spaced dipoles with parallel ori-
entations and (2) suppress false-positive activities shown
as "activities" not at the locations of the true sources.

Human Median-Nerve MEG Response

In order to investigate the real-world performance
of these beamformers, we also applied the 4 different
beamformers to an MEG data set from a unilateral me-
dian-nerve stimulation paradigm. The data were col-
lected from a healthy male volunteer, age 37, with no
history of head injury or neurological disorder. The con-
sent form was approved by the Human Research Review
Committee at the University of New Mexico.

During the median-nerve test, the right me-
dian-nerve of the subject was stimulated using a bipolar
Grass® constant current stimulator. The stimuli were
square-wave electric pulses (0.2 ms duration) delivered
at1Hz. The intensity of the stimulation was adjusted un-
til robust thumb twitches were observed. A trigger from
the stimulator, which was simultaneous with the stimu-
lus, was sent to the MEG acquisition system for signal av-
eraging. Magnetic fields evoked by median-nerve
stimulation were measured using a Neuromag®
whole-head MEG system (Helsinki, Finland), with 122
planar gradiometers in a magnetically shielded room
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Figure 1. Dipole grid and Neuromag-122 MEG sensory array used in our simulations. The dipole grid contains 51 columns
and 26 rows with an equal mesh size of 2 mm. The whole-head MEG system contains 122 channels of planar-gradiometers.

(IMEDCO-AG, Switzerland). EOG electrodes were used
to detect eye blinks and eye movements. An interval of
500 ms post-stimulus was recorded, using 300 ms
pre-stimulus data for noise estimation. Data were sam-
pled at 1000 Hz and run through a high-pass filter with
0.1 Hz cut-off and through a notch filter (58-62 Hz) to re-
move 60Hz power-line noise. Eight hundred artifact-free
MEG responses were averaged with respect to the stimu-
lus trigger to increase the SNR.

Results

Signals with Very Low Correlation

Twonearly un-correlated dipole time-courses (shown
in figures 2a and 2b) were used in our first simulation. The
correlation between these two time-courses was 2.06%.
The dipole time-courses contained 300 ms of pre-stimulus
and 400 ms of post-stimulus intervals. Noiseless MEG
fields were calculated using these dipole time-courses.
Then white noise was added to the data. Figures 3a and 3b

show the noisy MEG sensor waveforms with all 122 chan-
nels superimposed for a SNR=6 and 2, respectively. The
signal covariance matrix C was estimated using the
post-stimulus interval, while the noise covariance matrix X
was estimated using the pre-stimulus interval.

Figure 4 shows the neuronal activity index maps for
SNR=6 using the four beamformers. In each subplot, the
scale of the neuronal activity index was normalized to its
maximum value. It is clear that at this SNR level all four
beamformers can separate these two closely-spaced par-
allel dipoles, although the separation of the two dipoles
using the type 1 beamformer was not as good as the other
three. The non-zero baseline shifts in the type 2 (figure
4b) and type 3 (figure 4c) beamformers were mainly the
result of the regularization. The dimension of the signal
subspace used in the regularization of the type 2
beamformer was 2. The Backus-Gilbert regularization
parameter [ used in the type 3 beamformer was deter-
mined by the method proposed by Gross and Ioannides
(1999). A third-order covariance matrix (n=3) was used
in our type 4 beamformer (figure 4d).
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Figure 2. Dipole time-courses used in the simulations. (a)(b): two nearly un-correlated dipole fime-courses (2.06% correla-
tion) used in the un-correlated simulation. (c)(d): two correlated dipole time-courses used in the correlated simulation, in
which the time-course of Dipole 1in (c) was kept to be the same as in (a) and the time-course of Dipole 2 in (d) was taken
to be the same shape as Dipole 1 but with fime delays of 20 or 10 ms.

Figure 5 shows that greater differences were observed
among the beamformers in the case of SNR=2. The type 1
beamformer (figure 5a) was unable to separate the two
closely-spaced parallel dipoles and only one peak was ob-
served in the neuronal activity index map. The background
of the type 1 beamformer was quite clean, though, suggest-
ing low false-positive activity. One the other hand, the type
2 beamformer (subspace dimension of 2) in figure 5b
showed two major peaks corresponding to the two dipoles.
However, several additional smaller peaks were also pres-
ent in the reconstruction, indicating possible
false-positives. Similarly, the type 3 beamformer showed
two major peaks with additional smaller local maxima (fig-
ure 5¢). These results contrast with our type 4 beamformer
(n=3), in which the two closely-spaced parallel sources
were clearly distinguishable and the background was also
clean with no visible false-positive activity (figure 5d).

Correlated Signals

In this simulation, performance of the 4 different
beamformers was studied using correlated dipole
time-courses. The time-course of dipole 1 was kept to be
the same as in the un-correlated case (figure 2c), and the
time-course of dipole 2 was created to be the same shape
as dipole 1, but with 20 ms and 10 ms time delays (figure
2d). The time-courses of the signal from the two dipole
sources correlated 61% and 90%, respectively. White
noise was added to the simulated MEG fields with
SNR=6 for both time-delays. The MEG sensor waveforms
are shown in figure 6 with 122 channels superimposed.

Figure 7a shows the normalized neuronal activity in-
dex map using the type 1 beamformer for the
lower-correlation case (61%), which was able to separate
the two closely-spaced dipoles, but the separation was not
very good. Better separation was obtained from the type 2
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Figure 3. Simulated MEG fields for the nearly un-correlated
simulation with different SNRs. The signals from 122 chan-
nels were superimposed. (a) SNR=6, (b) SNR=2.

beamformer (signal subspace dimension of 2), but addi-
tional smaller peaks were visible even at some distance
from the real sources (figure 7b). Similarly, the type 3
beamformer showed two major peaks and some additional
smaller peaks both close to and far from the real sources
(figure 7c). On the other hand, our type 4 beamformer (1n=3)
clearly separated these two closely-spaced parallel dipoles
and had a clean background (figure 7d).

For the more challenging case of 90% correlation be-
tween the time-courses of these two dipoles, the type 1
beamformer (figure 8a) was no longer able to separate
the two-closely spaced dipoles; there was however no
visible false-positive activity in the background. In con-
trast, the type 2 beamformer (figure 8b, signal subspace

Huang et al.

dimension of two) separated the two dipoles, but there
were additional relatively large peaks, indicating that
the background was not very clean. Similar results were
seen using the type 3 beamformer (figure 8c). On the
other hand, our type 4 beamformer (n=3) distinguished
the two highly-correlated dipoles and the background
remained clean, with no visible false-positive activity
(figure 8d).

Source Orientations and the Order of Covariance
Matrix

Vectorized beamformer approaches (equations 10,
13,16, and 18) are thought to work for any dipole orienta-
tion. The choice of dipole along one of the orthogonal
axes is purely for convenience, as was done in other pa-
pers (Van Veen et al. 1997; Gross and loannides 1999;
Sekihara et al. 2001; Barnes and Hillebrand 2003). To con-
tirm this principle, we rotated the dipole orientations in
the simulation 45 degrees along the z-axis, and obtained
results that were virtually identical to the findings before
the rotation, for all simulated cases shown previously in
this section.

We also tested the performances of our type 4
beamformer for different orders of the covariance matrix
for all simulated cases. Among all different orders, the
third-order covariance matrix (n=3) provided the best
spatial resolution. For n=4 or higher, saturation was ob-
served in the neuronal activity index map, whereas for
n=2, the spatial resolution was between the results of n=3
and the type 1 beamformer of Van Veen et al. (1997).

Results for Human Median-Nerve MEG Response

Figure 9 shows the averaged MEG sensor wave-
forms (122 channels superimposed) evoked by right me-
dian-nerve stimulation of a normal human subject. The
spike around 0 ms represents stimulus artifact. The sig-
nal covariance matrix was estimated using the 15 to 500
ms post-stimulus interval, and the noise-variance was
estimated using the —300 to -5 ms pre-stimulus interval.
The SNR of the data set was estimated to be 4.55. The im-
age space used in the analysis was constructed using the
cortical surface obtained from the subject’'s MRI and
Neuromag® software. The top row of figure 10 shows
the left, superior, and right views of the cortical surface
used in this calculation. The entire image space con-
tained 32,270 triangles and 16,137 dipole nodes with the
side of each triangle about 2 mm. The spherical head
model (Sarvas 1995) was used to calculate the lead-fields
for the dipole grid. Also shown in the top row of figure 10
are the expected sources based on existing
neurophysiological knowledge of the median-nerve re-
sponse (see Introduction for references). These sources
are: primary somatosensory area for the wrist (SIw), pri-
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Figure 4. Normalized neuronal activity index for the two nearly un-correlated dipole sources using 4 different vectorized
beamformers at SNR=6: (a) using type 1 beamformer based on work from Van Veen and colleagues, (b) using type 2
beamformer based on the work from Borgiotti and Kaplan with dimension of signal subspace of 2, (¢) using type 3
beamformer based on the work from Robinson and Vrba with Backus-Gilbert regularization, and (d) using our type 4

beamformer with 3 order covariance.

mary somatosensory area for the thumb (SIt), primary
motor area (MI), secondary somatosensory area (SII),
premotor area (PrM), superior parietal area (Prtl), all
contralateral (left hemisphere) to the side of the stimula-
tion; plus the mid-line supplementary motor area (SMA)
and the secondary somatosensory area ipsilateral (right
hemisphere) to the stimulation (iSII).

In the remaining rows of figure 10, the neuronal ac-
tivity index map for each beamformer approach is
color-coded. In the color scale, 1.0 represents the maxi-
mum value of the index over all the 16,137 nodes, and 0.0
represents the minimum index value. The second row of
figure 10 shows the neuronal activity index map ob-
tained from the type 1 beamformer. An area in the
contralateral (left) primary somatosensory area of the
wrist, SIw, showed activation. However, in other ex-

pected areas (i.e., SIt, M1, SII, PrM, SMA and iSIl), activity
was barely visible. Still, the background of the type 1
beamformer was very clean, as in the simulations.

The third row of figure 10 shows the results from the
type 2 beamformer with a subspace dimension of 12
based on the singular-value decomposition of the
covariance matrix. Unlike the type 1 beamformer, the
type 2beamformer showed considerable background ac-
tivity in both contralateral and ipsilateral hemispheres.
Contralateral SII and SIt showed strong activity. How-
ever, diffuse activity was seen in the SMAA, and relatively
weak activity appeared in MI, PrM, Prtl, and iSIL It was
also difficult to distinguish the primary somatosensory
area of the wrist SIw from the MI source (top-view).

The fourth row of figure 10 shows the results of from
the type 3 beamformer. Again, considerable background
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Figure 5. Normalized neuronal activity index for the two un-correlated dipole sources using 4 different vectorized
beamformers at SNR=2: (a) The type 1 beamformer showed clean background but was unable to separate the two
closely-spaced parallel dipoles. (b) The type 2 beamformer showed two major peaks corresponding to the two dipoles
with additional smaller peaks (indicated by arrows) indicating possible false-positive activities. (¢) The type 3 beamformer
also showed two major peaks at the two dipole locations with additional smaller peaks. (d) Our type 4 beamformer distin-
guished the two dipoles with no visible additional false-positive activity.

activity was present. Strong activity was found in the Slt,
SII, Prtl, and iSIL. However, it was difficult to distinguish
individual sources in one large area in the vicinity of the
MI, PrM, and SMA. The SIw source was also missing in
the map (top-view and right-view).

When our type 4 beamformer (1=3) was applied to
the same data set (bottom row of figure 10), strong and
distinguishable activities were found in SIw, SIt, MI, SII,
PrM, Prtl, and SMA, but weak activity was found in the
iSII. Thus, almost all of the expected sources based on
previous knowledge of human neurophysiology were
reliably localized using our beamformer approach.

Another appealing feature of all the beamformer ap-
proaches is their low computational cost. For the large di-
pole grid used in our median-nerve MEG data analysis

with 16,137 dipole sites, the computational time for any
of the beamformers was less than 50 sec using MATLAB
(Math Works Inc., Massachusetts, USA) on a 600 MHz
Pentium III PC. By comparison, a multiple dipole solu-
tion using nonlinear global optimization algorithms usu-
ally takes a couple of hours for this type of data (Huang et
al. 1998;Uutela et al. 1998).

Discussion

Performance of Beamformer Approaches

In the present study, complete equations were pro-
vided for vectorized versions of existing beamformers in
EEG and MEG source analysis. These equations included
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Figure 6. Simulated MEG fields for the correlated simulo-
tion with different levels of correlation between the two di-
pole sources and fixed SNR=6. The signals from 122
channels were superimposed: (a) correlation=61%, (b)
correlation=90%.

each beamformer’s coefficients, source time-courses, and
neuronal activity indices for both individual time points
and the entire interval for which the data covariance ma-
trix is calculated. These equations showed that all exist-
ing EEG and MEG beamformers are linearly-constrained
minimum-variance beamformers and that they are iden-
tical in terms of the beamformer coefficients, if no regu-
larization is used. Although Borgiotti-Kaplan’s
beamformer (type 2) was once thought to be different
from the minimum-variance beamformer (Sekihara et al.
2001), our theoretical derivations based on the original
framework from Borgiotti and Kaplan (1979) showed
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that this type of beamformer is clearly a mini-
mum-variance beamformer.

Despite these commonalities, substantial differ-
ences sometimes existed theoretically and practically
among the variety of existing EEG/MEG beamformers.
These differences can all be characterized by the way in
which the neuronal activity index is calculated. The
beamformer from Van Veen et al. (1997, type 1) and an-
other one from Robinson and Vrba (1999, type 3) have of-
ten been referred to as the same. However, the present
analysis showed substantial differences not only in their
theoretical expressions of the neuronal activity index,
but also in their applications to simulated and empirical
human data. At the same time, the difference between
Borgiotti-Kaplan’s beamformer using subspace regular-
ization by Sekihara et al. (2001) and Robinson and Vrba’s
beamformer are not as substantial as previously claimed
(Sekihara et al. 2001). The only differences between them
are that Sekihara and colleagues used subspace projec-
tion while Robinson and Vrba used Backus-Gilbert regu-
larization, and Robinson and Vrba used the noise
covariance matrix while Sekihara and colleagues did not.

Computer simulation results using two
closely-spaced dipoles, showed that for essentially
uncorrelated dipole time-courses, the spatial resolution of
the type 1 beamformer based on Van Veen and colleagues’
approach decreased faster than that of both the type 2
beamformer based on Borgiotti and Kaplan’s approach
and the type 3 beamformer based on Robinson and Vrba’s
approach, when SNR decreased. A major advantage of the
type 1 beamformer, however, was its ability to sustain
clean background, whereas additional extra local peaks,
not at the locations of the simulated dipoles, appeared in
both the type 2 and type 3 beamformers at the low SNR.
For correlated dipole time-courses, the spatial resolution
of the type 1 beamformer decreased faster than those of the
type 2 and type 3 beamformers as the correlation between
two dipole time-courses increased. On the other hand,
false-positive activity remained absent for the type 1
beamformer even at the high correlation level. This con-
trasted with both the type 2 and type 3 beamformers,
which showed many additional local peaks, not at the loca-
tions of the simulated dipoles. Notably, the SNR of 6 and 2
used in the present simulations was much lower than the
SNR used by other groups (e.g., SNR=18 used by Sekihara
etal. 2001) and therefore, closer to the real situation in EEG
and MEG data. At a SNR of 18, and for uncorrelated
sources, the extra false local peaks that we observed at
lower SNR levels become invisible (Sekihara et al. 2001).

We introduced a novel beamformer approach (type
4), which was based on higher-order covariance matrices.
Computer simulations with un-correlated and correlated
dipole sources showed that the type 4 beamformer’s spa-
tial resolution was better than the type 1 beamformer, and
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Figure 7. Normalized neuronal activity index for two 61% correlated dipole sources using 4 different vectorized
beamformers at SNR=6. (a) The type 1 beamformer showed clean background and was able to separate two
closely-spaced dipoles, but the separation was not very good. (b) Better separation was obtained from the type 2
beamformer, but additional smaller peaks were visible even at some distance from the real sources as indicated by ar-
rows. (¢) The type 3 beamformer also showed two major peaks and some additional smaller peaks either close to or far
from the real sources. (d) Our type 4 beamformer clearly separated these two dipoles and with a clean background.

comparable to the type 2 and 3 beamformers. Further-
more, no visible false-positive activity was present using
our beamformer, even in low SNR and high-correlation
cases. In those cases, however, both type 2 and 3
beamformers showed additional local peaks in locations
other than those of the simulated dipoles.

Substantial differences among the beamformers
were also shown in the analyses of the MEG unilateral
median-nerve stimulation data. The type 1 beamformer
showed a clean background (low false-positive rate) for
regions that were not supposed to be activated by this
type of stimulation. However, weak activity was found
in the areas that were expected to show strong neuronal
responses (high false negative rate). In contrast, both the
type 2 and 3 beamformers localized strong activity in

many but not all of the areas that were predicted from
neurophysiology data (low false negative rate), but con-
siderable unexpected background activity was also pres-
ent in both approaches (high false-positive rate). These
results contrasted with our type 4 beamformer, in which
we reliably obtained all expected areas of activation (low
false negative rate) with low background activity (low
false-positive rate). We note that the number of neuronal
sources localized in the present study is substantially
more than the previous EEG study by Van Drongelen
and colleagues (1996) using the type 1 beamformer ap-
proach by Van Veen and colleagues (1997). In their EEG
study, bilateral median-nerve stimuli with repetition
rate of 7.2 Hz were used, and only bilateral SI sources
were found. The difference in the number of sources lo-
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Figure 8. Normalized neuronal activity index for two 90% correlated dipole sources using 4 different beamformers at SNR=6.
(@) The type 1 beamformer showed clean background and was unable to separate two highly-correlated and
closely-spaced dipoles. (b) The type 2 beamformer separated the two dipoles, but there were many additional
not-so-small peaks shown in the reconstruction. (c) Similar result was shown using the type 3 beamformer. (d) Our type 4
beamformer distinguished the two dipoles that were highly correlated, and the background remained clean with no visi-

ble false-positive activity.

cated in their study and the present work can be ex-
plained by at least three reasons: 1) The repetition rate
used in Van Drongelen and colleagues’ study is much
higher than ours (7.2 Hz versus 1 Hz). At high simulation
rate, sources with relative slow responses (e.g., Slls, PrM,
Prtl, and SMA) would not have the chance to reach their
maximum levels when the following stimulus arrived. 2)
EEG, instead of MEG, was used in their study. Itis proba-
ble that the low conductivity of the skull tissue reduces
EEG’s ability to resolve neuronal sources that are spa-
tially close whereas for MEG, the skull is virtually trans-
parent. 3) The number of channels (64 channels) in their
EEG study is much less than that of our MEG system (122
channels), which further reduces their ability to resolve
the other neuronal generators.

A major reason why our beamformer performed
better than other approaches is the use of a higher-order
covariance matrix, which enhances the SNR. This en-
abled us to distinguish highly correlated sources that
were difficult to resolve using the type 1 beamformer. "
11 illustrates why a higher-order covariance matrix im-
proves the SNR. This figure shows the singular value de-
composition (Golub and Van Loan 1983) results for the
first-order (squares) and third-order (circles) covariance
matrices from the two highly correlated sources (90%
correlation) used in the simulation with noise added. In
this figure, singular values were normalized to the corre-
sponding first (largest) singular value. Since the two
sources were highly correlated, the second largest singu-
lar value from first-order covariance matrix was close to
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Figure 9. MEG sensor waveforms generated from right median-nerve stimulation in a healthy adult human volunteer.

Waveforms from all 122 channels are superimposed.

the noise singular values, indicating that the temporal
difference between the two correlated signals was ap-
proaching the noise level. However, for the singular
value plot from the third-order covariance matrix, the
second largest singular value was more than 50 times
larger than the remaining noise singular values.

Fixed- and Varied-Orientation Beamformer
Approaches

As mentioned previously, some developments of
the beamformer require an extra step to optimize the di-
pole orientation for the entire time interval for which the
signal covariance matrix is evaluated. This approach as-
sumes that the source orientations do not change with
time. Considering the situation that the time interval
used for evaluating the signal covariance matrix is at
least a few hundred milliseconds, the fixed-orientation
assumption may not always be valid in dealing with em-
pirical human MEG/EEG responses. In contrast, the

vectorized beamformers described in the present study
impose no constraint to the source orientations, so they
are able to handle both fixed-orientation and vary-
ing-orientation situations. Another reason that some
beamformers use the fixed-orientation assumption is the
lack of theoretical formulas to merge beamformers from
different source orientations into a single spatial index
for each spatial location. In the present study, details
were provided on how to merge beamformers from dif-
ferent source orientations into a single spatial index for
each spatial location (equations 10, 12, 13, 16, and 18).

Limitation of Covariance-Based Approaches

In the present study, time windows containing a few
hundred time points were used in analyzing both the
simulations and the human median-nerve MEG re-
sponses with various beamformers. In contrast, it is com-
mon to use short time windows (even a single time point
at the peak of the response) in modeling MEG/EEG
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Figure 10. Resulfs from analyses of median-nerve stimulation data using four beamformer approaches. Top row: left, supe-
rior, and right views of the corfical surface used in the calculation. Also shown are the expected cortical sources from
neurophysiology literature: In primary somatosensory area for the wrist (Slw), primary somatosensory area for the thumb
(SIt), primary motor area (M), secondary somatosensory area (Sll), premotor area (PrM), superior parietal area (Pril), all in
the left hemisphere contralateral to the side of the stimulation; plus the supplementary motor area (SMA) near the mid-line
and the secondary somatosensory area in the right hemisphere ipsilateral to the stimulation (iSIl). The neuronal activity in-
dex maps are displayed from the type 1 (second row), type 2 (third row), type 3 (fourth row), and our type 4 (fifth row)
Beamformers.
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Figure 11. Singular value decomposition results for two dif-
ferent orders of the covariance matrices from the 90%
correlated case in the simulation with noise (Fig. 8).
Squares: singular-value plot of the first-order covariance
matrix. Circles: singular-value plot of the third-order
covariance matrix. The singular values were normalized to
the corresponding first (largest) singular value. A logarith-
mic scale is used for the singular values.

sources using either dipole-fitting or minimum-norm
procedures. However, as was pointed out by Van Veen et
al. (1997), for covariance-based source localization tech-
niques, such as beamformer, the number of time points
must at minimum exceed the number of measurement
channels for the interval used to calculate covariance ma-
trices (both signal and noise covariance matrices), in or-
der for the covariance matrices to be nonsingular.
Furthermore, randomness in the covariance matrix will
introduce randomness into the estimated spatial maps of
brain activity. To reduce this randomness, a common
rule of thumb is that the number of time points should be
several times as large as the number of measurement
channels (Van Veen et al. 1997). For this reason, it is not
feasible for a beamformer (or other covariance-based
source localization techniques) to fit smaller time win-
dows, which is a limitation of all beamformer analyses.

Conclusions

Theoretical formulas were provided on all major as-
pects of existing EEG/MEG beamformers as well as a
novel beamformer we developed that uses higher-order
covariance analysis. We demonstrated that all existing
EEG/MEG beamformers are minimum-variance
beamformers, and their beamformer coefficients are
identical if no regularization is applied. However, sub-
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stantial differences still exist among the different
beamformer approaches in terms of the neuronal activity
index. Computer simulations and empirical human me-
dian-nerve MEG data analysis showed that our
beamformer has certain advantages over existing
beamformers in terms of its high spatial resolution and
low false-positive background activities, and its ability to
deal with low SNR data, highly-correlated source
time-courses, and large numbers of neuronal sources.
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