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Abstract

We consider automated generation of humorous texts by substitution of a single word in a given short text. In this setting, several factors that potentially contribute to the funniness of texts can be integrated into a unified framework as constraints on the lexical substitution. We discuss three types of such constraints: formal constraints concerning the similarity of sounds or spellings between the original word and the substitute, semantic or connotational constraints requiring the substitute to be a taboo word, and contextual constraints concerning the position and context of the replacement. Empirical evidence from extensive user studies using real SMSs as the corpus indicates that taboo constraints are statistically very effective, and so is a constraint requiring that the substitution takes place at the end of the text even though the effect is smaller. The effects of individual constraints are largely cumulative. In addition, connotational taboo words and word position have a strong interaction.

Keywords: computational humor, computational creativity, humor generation, incongruity, taboo lexicon.

1 Introduction

In this paper we study automated generation of humor by lexical replacement in a given text. We consider a setting where a short text, such as an instant message, is provided to the system, and the system makes the text funny by replacing one

† Most of the work was done while at the University of Helsinki.
word in it. Unintentional examples of such humor are sometimes produced by auto-
correction systems e.g. on mobile phones. Intentional generation of humorous slips
could be used as a component of dialogue systems to make them more human-like,
or they could be used as a source of inspirational material to professionals in the
creation of catchy and memorable advertising or newspaper headlines.

The task of intentionally introducing funny changes is conceptually simple but
challenging in practice. It forms a convenient setting for research into computa-
tional generation of humor since it can be used as a testbed for several elementary
components of lexical humor.

We consider various ways of performing a humorous lexical substitution. We
formulate them in a modular and declarative manner by considering different con-
straints for substitutions that a system may choose to obey in various combinations.
All of these constraints potentially affect the humor response.

We identify three different types of lexical constraints as possible building blocks
of humor based on lexical selection or substitution. Our hypothesis is that con-
straints of each of these three types make the resulting text more humorous.

1. The form constraint requires the substitute to be similar to the original word
   either orthographically or phonetically. This effectively turns the text into a
   pun.
2. The taboo constraint requires the substitute to be a taboo word or a word
   used in taboo expressions. This is a well-known feature in some jokes.
3. Finally, the context constraints require that the substitution takes place at
   the end of the text, or that the substitution is statistically consistent with
   neighboring words.

Our main contribution is not in the list of humorous constraints — our list is
neither exhaustive, nor novel. Rather, our contributions are in (1) formulating ex-
PLICIT and operationalized constraints for lexical substitution humor in Section 4,
(2) using conceptual distinctions inspired by theories of humor reviewed in Sec-
tion 2, (3) implementing these constraints in software in Section 5, and especially
in (4) evaluating the effects of the constraints empirically in a large user study in
Section 6.

As will be discussed in Section 7, the empirical evaluation shows a statistically
significant increase of humor response with the use of such humorous lexical con-
straints.

Our preliminary work in this direction was reported in a short paper by Valitutti,
Toivonen, Doucet and Toivanen (2013). In this paper, we work at a much finer
conceptual level and carry out a systematic empirical analysis, allowing us to draw
novel conclusions about the use and effectiveness of humorous constraints.

2 Background on Humor, Incongruity, and Taboos

We next review and define concepts that are central to our work: funniness, in-
congruity, and taboooness. They are fundamental concepts in humor studies and
inspired our choice of humorous constraints.
2.1 Overview of Humor Theories

There is an impressive number of theories about humor, most of which are traditionally classified in three main categories, referred to as Superiority Theory, Relief Theory, and Incongruity Theory (Morreall 2013). The assumption of Superiority Theory is that we laugh at the misfortunes of others and it reflects our own feeling to be better than others. According to Relief Theory, laughter is caused by the release of nervous tension or psychic energy. Finally, Incongruity Theory claims that the humorous effect is achieved by the induction of incongruity in a playful context. Our work mostly relates to the Incongruity Theory, and we will return to it below.

In recent years, several scholars have proposed more integrative visions to the theories of humor (Martin 2007). One approach is to consider the theories as complementary ones, each emphasizing a different aspect of humor: the stimulus (incongruity), the response (relief), or the social behavior (superiority). Another viewpoint is to consider the above concepts as related to different types of humor. For example, the 3WD taxonomy of Ruch (1992) treats incongruity resolution as a specific type of humor distinct from nonsense humor and sexual humor, the latter more directly connected to relief.

2.2 Humorousness and Funniness

Humor is not a well defined concept. An issue with the term ‘humorous’ is that it can be associated either to the stimulus or to the response. It can indicate an objective property of a text (i.e. a joke) or the subjective experience of the reader.

The subjective experience is the psychophysiological response, generally known as humor appreciation or humor recognition (Ruch 2008), induced by the reading or hearing of a text. It is often characterised by responses such as laughter, smiling, or mirth.

In contrast, the objective aspect of humorousness is the text’s potential to induce humor appreciation. According to Carrell (1997), “Humorousness is a binary category representing a stimulus’ theoretical capacity to induce a humor response, while funniness is a gradable category indicating the degrees of appreciation of a humorous text, differently perceived by individuals”.

This distinction between subjective and objective aspects of humor is important not only for theoretical treatment of humor, but especially for computational generation of it. Given an output of a humor generator, its “humorousness” could be defined in terms of the number of subjects judging it as funny, while “funniness” could be defined by how funny they think the text is.

One of our aims in this work is to build and evaluate an actual system for producing humorous texts. In the evaluation of the system, we will focus on funniness.

We define funniness of a text as a numerical value (on some fixed scale) indicating the (average) degree of humor appreciation of the text, differently perceived by individuals.
2.3 Incongruity

Incongruity is a central notion in humor studies. The term ‘incongruity’ is used to indicate either a group of theories about humor (collectively referred as Incongruity Theory) or a specific type of humor (called incongruity humor). While there is no general agreement on how to define incongruity, most definitions are related to the perception of incoherence, semantic contrast, or inappropriateness occurring while interpreting a situation or reading a text.

One of the first descriptions of the concept of incongruity was provided in the 18th century by the Scottish poet Beattie (1971), according to whom laughter “always proceeds from a sentiment or emotion, excited in the mind, in consequence of certain objects or ideas being presented to it”. Koestler (1964) defined ‘bisociation’ as “the perceiving of a situation or idea in two self-consistent but habitually incompatible frames of reference”. According to contemporary psychologists such as Suls (1972), the humorous effect is not due to the perception of incongruity, but to the resolution of incongruity.

In the influential Semantic Script Theory of Humor (SSTH), Raskin (1985) hypothesises that a humorous text “is compatible, fully or in part, with two different scripts. The two scripts with which the text is compatible are opposite”. Here, ‘script’ is a structured configuration of knowledge about some stereotyped or familiar situation or activity (Schank and Abelson 1977). Although SSTH is focused on semantic (and not perceptual) aspects of humor, it indirectly shows interesting connections between semantic properties of humorous texts and their possible use to induce and resolve incongruity. In particular, the perception of semantic opposition could be considered as a kind of bisociation.

Humorous texts, and particularly jokes, are created to induce incongruity and resolution intentionally. The first part of the joke (the setup) is generally used to induce some form of expectations, and the second part (the punchline) is used to violate them, producing incongruity and then resolution. In a specific type of jokes, a mechanism of “forced reinterpretation” is used. The setup is ambiguous, but the non-humorous interpretation is so obvious that the ambiguity is often missed during the setup. Then, however, the punchline is only consistent with the other (funny) interpretation, forcing the audience to discover it. An example of this form of jokes is: “Alcohol isn’t a problem, it’s a solution... Just ask any chemist.”

In his analysis of forced reinterpretation jokes, Ritchie (2002) emphasises a distinction between three different elements of joke processing. (1) Conflict is the initial perception of incompatibility between punchline and setup according to the initial obvious interpretation. (2) Contrast is perceived between the initial and the funny interpretation. (3) Inappropriateness or intrinsic oddness occurs in the funny interpretation. All three concepts are often connected to the notion of incongruity.

Each element is associated to a different linguistic device and, correspondingly, to a different type of incongruity. Linguistic incoherence is a generator of conflict and ambiguity is a generator of contrast. Finally, inappropriateness introduces a form of “residual incongruity” that can act as a humorous cue and make the second interpretation be perceived as funny. Humor cues indicate that the appropriate
frame is one of play rather than seriousness (Mulkay 1988). In our method for humor generation, all these linguistic devices are implemented as lexical constraints.

### 2.4 Taboos

Taboos are behaviors or expressions “to be avoided” because of social disapproval. In verbal expressions, typical taboo topics include racism, Holocaust (Cory 1995), sexuality, death, sickness and disability, blasphemy, deformity, and bodily functions.

A special case of taboo behavior consists of the pronunciation of inappropriate words called **taboo words**. These are words normally avoided in everyday conversations because they are potentially offensive or embarrassing. They can be either words referring to taboo topics or strongly connotated words such as profanities or slang terms (Jay, Caldwell-Harris and King 2008).

Taboo words are often used to produce humor effects. They can be related, to different extent, to each theory type discussed at the beginning of this section. For example, they can be uttered to embarrass the hearer and, next, release tension with a proper punchline (relief). This is mainly the case of stand-up comedy (Seizer 2011). Another humorous effect consists of the intentional use of taboo words to simulate speech errors such as malapropisms and spoonerisms (Zwicky 1979). In this case, they are employed to emphasise ridiculous aspects of people and, thus, laugh at them (superiority). Finally, as suggested above, taboo words can be used as humorous cues in order to make incongruity funny (incongruity).

With regard to taboo words, in this research we study the extent to which their use can increase the humorous effect introduced by other constraints (e.g. phonetic similarity in lexical replacement). At this stage, we do not investigate whether this contribution is due to their role as possible humorous cues or to the superposition of taboo (either relief or superiority) humor.

### 3 Previous Humor Generation Systems and Evaluations

To date, there are only a small number of published methods for computational generation of humorous text, and only few have been empirically evaluated. Each work has focused on a specific type of humorous expressions. The interested reader is referred to a systematic review of the most important humor generators by Ritchie (2003).

Almost all humor generation systems are focused on the production of small texts such as puns or simple jokes. Raskin and Attardo (1994) describe LIBJOG, a program for the generation of light bulb jokes. McKay (2002) presents WisCraic, a system capable of producing a wider range of puns, including the form of question-answering. Tom Swiftly, a system by Levison and Lessard (1992), and HCPP (Homonym Common Phrase Pun) by Venour (1999), produce a quoted utterance joined to a funny remarking phrase. The JAPE program (Binsted, Pain and Ritchie 1997) produces specific types of punning riddles, and the HAHAcronym (Stock and Strapparava 2003) automatically generates humorous acronyms.

A few systems exploited the use of taboo words as a way of addressing forms
of adult humor. In particular, two humor generators employing taboo words are the punning riddle generator by Sjöbergh (2006) and the FEVer program by Valitutti (2011), based on variation of a familiar expression by lexical substitution.

Recent attempts to advance humorous generation take advantage of statistical corpus-based techniques widely used in computational linguistics. For instance, Petrović and Matthews (2013) focused on a specific pattern of jokes and applied an unsupervised machine-learning method to a large-scale textual corpus. More recently, Veale (2013) provided a detailed description of corpus-based information retrieval as a way of producing ironic simili.

Two interesting systems use generation of humorous texts as a function in a larger context: Dybala, Ptaskynsky, Higuchi, Rzepka and Araki (2008) exploited the use of simple forms of pun generation in a conversational context, while Özbal and Strapparava (2012) employed humorous punning as a specific strategy for creative naming.

Empirical evaluations of the above-mentioned humor generation systems vary considerably. A major limitation for systematic and comparative studies is the lack of a generalizable definition of the performance of a humor generator. As a consequence, there is no methodology of evaluation general enough to allow us to compare the performance of different systems or of different versions of the same system.

4 A Constraint-Based Method for Humorous Lexical Substitution in Short Texts

We now propose a method for the computational generation of humorous verbal expressions as variations of existing texts by a single word substitution. The method we propose is declarative in the sense that it is essentially based on a number of constraints for the substitution. In this section we give an overview of the setting and the different types of constraints, while the next section provides details on how we implemented the constraints in an actual, running system.

The method takes as input a short English text (e.g.: “I’ve done my part”). Examples of such short texts include status updates in social media, Twitter tweets, and mobile phone (SMS) messages. The method then performs a single word substitution (e.g: ‘part’ → ‘fart’), and returns the resulting text ( “I’ve done my fart”). Just a single substitution is carried out since the text is assumed to be short and the intended effect is to turn the text into a funny one-liner.

In the rest of this paper, we propose lexical constraints that contribute to the funniness of such substitution humor and study their effects.

We consider three different types of lexical constraints:

- **Form constraints** are related to the morphological, phonetic, and syntactic forms of the original and the substitute word.
- **Semantic/connotational constraints** are related to the meanings or emotional connotations of the words. For instance, the words could be selected according to some prefixed topic or linguistic usage.
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- **Contextual constraints** concern the position and textual context of the substitution.

In the next paragraphs, we outline the more specific constraints that we use within the three categories.

**Punning Using Form Constraints.** We use a form constraint, denoted in the sequel by FORM, to turn the given text into a pun. The similarity can be either sound or spelling-based and does not require exact identity. Hempelmann (2003) calls these paronomasic puns.

- **Constraint FORM** requires that the original word and its substitute are similar in form, either phonetically or orthographically.

The use of a phonetically or orthographically similar word as a replacement makes the resulting text pseudo-ambiguous, since the original intended meaning can often also be recovered. There are then two “conflicting” and “contrasting” interpretations — the literal one and the original one — increasing the likelihood of humorous incongruity.

**Taboo Humor Using Semantic/Connotational Constraints.** A classic example of a semantic/connotational constraint is taboo humor. In our setting, it can be implemented by requiring that the substitute word is a taboo word. For additional granularity, we use two types of taboo words, connotational and taboo-inducing.

- **Connotational taboo words** are unspeakable words where the taboo is in the utterance itself, not necessarily in the topic. These are the typical taboo words; according to Jay et al. (2008), “Taboo words have uniquely strong connotative meanings”. Typical examples include profanities such as “shit” and “faggot”. The connotation can be a strong negative opinion toward some people, making the term politically incorrect.

- **Taboo-inducing words** are words capable of implying taboo meanings when used as a substitute in a short text, while not necessarily being taboos in themselves. We identified and collected three types of words that potentially are taboo-inducing:
  1. Words that denote taboo topics (e.g. sex, diseases, bodily functions, physical defects, etc.), even though they are not emotionally connotated and are not considered to be forbidden words in themselves. For instance, “vagina” and “excrement” refer to topics that are taboos. Depending on the context, the use of these words can be either appropriate or not.
  2. Words denoting animals, used as insults when directed to other people (e.g. ‘pig’ or ‘whale’ when used to insult an oversize person) (Leach 1964).
  3. Neutral words capable of implying intimacy or allusion when used in an expression (e.g. ‘wife’ in the expression *Let everything turn well in your wife!*). Examples of allusive meaning of words and phrases according to the context are discussed elsewhere (Sherzer 2002).

Accordingly, we have two constraints for taboo words:
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• **Constraint CONNOT** requires that the substitute word is a connotational taboo word.
• **Constraint TABIND** requires that the substitute word is a taboo-inducing word.

We say that CONNOT and TABIND are both TABOO constraints, and that the TABOO constraint is satisfied if either specific condition is satisfied. In terms of humor theory, taboo words or expressions directly introduce “inappropriateness” to the text.

**Local Coherence and Forced Reinterpretation Using Contextual Constraints.** The context and position of the substitution can have subtle effects. If the substitute word does not form a coherent or likely compound with its immediate predecessor or successor, then the text is likely to make little sense. On the other hand, if the modified text does make sense, then the changed interpretation, possibly a taboo one, is potentially expanded to the phrase level. We hypothesize that his introduces a stronger semantic or connotational “contrast” and thus probably contributes to making the text funnier.

We measure such local coherence using *n*-grams:
• **Constraint NGRAM** requires that the substitute and its neighboring word(s) form a coherent compound (see Section 5.3 for details).

The semantic/connotational contrast is potentially even stronger if the changed word comes as a surprise at the end of a seemingly innocent text. The humorous effect then is similar to the one of the forced reinterpretation jokes. We formulate this as a constraint regarding the position of the substitution:

• **Constraint WDPOS** requires that the substitution takes place among the last words of the text.

We say that NGRAM and WDPOS are both CONTEXT constraints.

**Comparison to Previous Work.** Similar constraints are implemented in various ways in the systems reviewed above in Section 3. In particular, all of them perform a selection according to part of speech, in order to produce well-formed expressions. JAPE (Binsted et al. 1997), HAHAcronym (Stock and Strapparava 2003) and FEVer (Valitutti 2011) implement phonetic controls either in terms of phonetic distance or rhyme. Semantic/connotational constraints are expressed as antonymy or domain opposition (JAPE, HAHAcronym) or taboos (FEVer). Contextual constraints are implemented in JAPE and HAHAcronym in terms of template and grammatical rules, respectively. Finally, while we are not aware of *n*-grams being used before for humor generation, they have been discussed as a feature for humor recognition (Taylor and Mazlack 2005).

**5 Implementation**

The goal of our implementation is to allow testing the effects of the humorous constraints in a systematic manner, not to maximize funniness. We will return to the latter topic in Discussion.
We next describe our exact computational implementation of the proposed constraints for the English language.

5.1 Form Constraints

The form constraints aim to make the word substitution recognizable as a pun. We adopt a definition of punning including both phonetic and orthographical similarity. More exactly: Two words are considered orthographically similar if one word is obtained from the other one with a single character deletion, addition, or replacement. We call two words phonetically similar if their phonetic transcriptions (in CMU pronunciation dictionary) are orthographically similar according to the above definition. The definition of both orthographic and phonetic similarity can be considered a simple implementation of Levenshtein distance (Levenshtein 1966).

The form constraint is satisfied if

1. the substitute word is either a noun, an adjective, a verb, or an adverb (analyzed using TreeTagger\(^1\)), and
2. the words are orthographically or phonetically similar, as defined above.

In each replacement, both the original word and its substitute are constrained to be English words. As a collection of English words, we used WordNet lexical database (Fellbaum 1998) and the CMU pronunciation dictionary\(^2\). The latter also provides a collection of words not normally contained in standard English dictionaries while commonly used in informal language. This increases the space of potential replacements.

5.2 Taboo Constraints

For the experiments of this paper, we collected a sample of 698 different taboo words using three partially overlapping sources and manually annotating the words.

To obtain a representative sample of different taboo words, we used sources that presumably have different ratios of taboo-inducing and connotations taboo words. The first of them is a website that lists examples of funny auto-correction mistakes\(^3\). In many cases, the word substitution generates a taboo meaning. The second source was the domain sexuality of WordNet-Domains (Magnini and Cavaglia 2000), presumably including taboo words of both classes. Finally, as a source of words commonly used as connotational insults, we used two online dictionaries of slang terms\(^4\). In total, we obtained 768 words at this phase.

We then manually checked and annotated the obtained words according to the extended definition provided in Section 4, and removed words not recognizable as either connotational or taboo-inducing words. While such classification may vary

\(^1\) http:www.ims.unistuttgart.de/projekte/corplex/TreeTagger
\(^2\) http://www.speech.cs.cmu.edu/cgi-bin/cmudict
\(^3\) http://www.damnyouautocorrect.com
\(^4\) http://www.urbandictionary.com and http://onlineslangdictionary.com
across age groups and cultural backgrounds, we believe this division is useful in classifying taboo words (and experiments in Section 6 will empirically confirm a difference between them). For our tests, one annotator performed the manual check, and two other annotators made a double check, even though no measurement of inter-annotator agreement was performed. Finally, we obtained a list of 184 connotational words and a list of 514 taboo-inducing words, i.e., 698 words in total.  

5.3 Context Constraints

The context constraints consider the context or the position of the substitution. The ngram constraint is aimed to increase local lexical coherence by requiring that the substitute word and one to two words preceding it (i.e., its left-context) have a statistically relevant joint probability. To obtain such information, we use a vast collection of n-grams, extracted from the 2012 Google Books n-grams collection\(^6\) (Michel, Shen, Aiden, Veres, Gray, The Google Books Team, Pickett, Hoiberg, Clancy, Norvig, Orwant, Pinker, Nowak and Aiden 2011). In the experiments our focus is on contemporary English, so we only take into account the statistics of Google n-grams stemming from books published after 1990. For further consistency, we here only use the subset of American English. These choices give 41 million distinct 3-grams. While this number may seem enormous, it still produced very few replacement candidates for most 2-word left-contexts in the SMS corpus we used, see below. This made the use of 2-grams essential with this dataset, as with them the number of possible replacements was much larger, with the downside of a shortened, less restrictive, left-context.

We computed the cohesion of each n-gram by comparing its expected frequency, assuming word independence, to its observed number of occurrences. A subsequent Student t-test allowed us to assign a measure of statistical cohesion to each n-gram (Doucet and Ahonen-Myka 2006). The ngram constraint is satisfied in a given text if the cohesion of the n-grams composed by the substitute word and the previous words is positive.

The word position (wdpos) constraint is the requirement that only one of the last two words in the text may be substituted.

6 Empirical Evaluation

We now move on to describe the empirical evaluation of the proposed lexical constraints. We aim to address two research questions.

1. Primarily, we aim to dissect the effects of the proposed lexical constraints. Our hypothesis is that they increase the funniness of texts.

---

\(^5\) The taboo word lists are publicly available at [http://www.cs.helsinki.fi/research/discovery/data/taboo/](http://www.cs.helsinki.fi/research/discovery/data/taboo/)

\(^6\) [http://books.google.com/ngrams](http://books.google.com/ngrams)
A secondary goal is, keeping practical applications in mind, to see how well a fully automated system could produce humorous texts using a single lexical replacement without practically any analysis of the original text. An answer to this question will be extrapolated from the results for the first question.

First, however, we will empirically validate our lists of connotational and denotational taboo words.

### 6.1 Validation of Taboo Word Classification

Because our division of taboo words into connotational ones and taboo-inducing ones is unconventional, we validated this split with a crowdsourcing experiment using CrowdFlower\(^7\), a crowdsourcing service.

Asking subjects directly about the taboo word class is not feasible in practice due to the abstract nature of the concepts. Instead, the validation was designed so that subjects simply need to indicate if various uses of a given word are acceptable or not. The questions were designed to correspond to the hypothesis that taboo-inducing words induce a taboo only in specific contexts. This is why we provided context to each example sentence of the experiment. Furthermore, one question directly asks if the word is a profanity. Table 1 shows the questions and the included patterns for the word ‘banging’. Question 1 (Likability) checks if it is ok to like the referent of the word. If the denotation of the word is taboo, or if liking it is taboo, e.g., because of intimacy, then the answer is negative. Question 2 (Profanity) directly checks if the word is a connotational taboo word. Question 3 (Discussibility) asks if it is ok to discuss the topic officially in public, and Question 4 (Advisability) if it is ok in a special context such as a medical consultation (even if the word may have a taboo meaning).

The dataset for this experiment was built as a randomized list of connotational words, taboo-inducing words, and non-taboo words such as ‘book’ or ‘table’. The latter group was not the topic of interest here, but a small sample of non-taboo words was included to provide the subjects a wider range of words to assess.

The evaluation task was proposed to subjects as a list of four yes-no questions as described above. Each word (and corresponding list of questions) was evaluated by 40 different subjects. However, since the crowdsourcing platform performed random assignment of words and subjects, each word was rated by a different selection of subjects. For this reason, we did not perform a measurement of inter-rater agreement with multiple raters. Instead we cumulated, for each word, the answers of all subjects and selected the most frequent answer to each question (called the crowd (majority) judgement). For example, Question 2 for the word ‘smell’ received 2 ‘Yes’ votes and 38 ‘No’ votes, so the crowd judgement is ‘No, this word is not profanity’.

We then defined words with a crowd judgement ‘Yes’ to Question 2 as connotational taboo words, and words with at least one crowd judgement ‘No’ to any of

\(^7\) http://www.crowdflower.com
Variable | Question in crowdsourcing (example word: “banging”)
---|---
Likability | Would it be ok to say something like “I love banging” or “Do you like banging?” to a stranger?
Profanity | Is the word “banging” a bad language/vulgar/swearing/profanity word?
Discussibility | Imagine a politician saying this in public: “We need some serious discussion about banging”. Would it be acceptable?
Advisability | Imagine a patient saying to his/her physician or psychiatrist: “I have problems with banging. Could you advise me?”. Would it be acceptable?

Table 1. Example questions used to assess the tabooess of words.

Question 1, 3, or 4 as taboo-inducing words. For instance, the word ‘fart’ received the crowd judgement ‘Yes’ to Question 2 and, thus, it was classified as a connotational word. On the other hand, ‘condom’ received the crowd judgement ‘No’ to Question 2 (i.e., it is not a profanity), ‘Yes’ to Questions 3 and 4 (i.e., it can be appropriate in some contexts), but ‘No’ to Question 1 (i.e., it can be allusively inappropriate in some contexts). It is thus classified as a taboo-inducing word.

Since the crowd judgment on taboo word classification is based on heuristic rules about the acceptability of their uses, the crowd judgement is not the ground truth. We believe our manual classification may actually be more reliable and use it in the experiments of this paper.

However, the crowd judgement is useful as a proxy to validate our manual classification. To compare our manual annotation and the crowd judgements, we measured Cohen’s Kappa coefficient of inter-rater agreement between them. The coefficient is 0.445 ($p < 0.001$), showing a moderate positive correlation between the two ratings. This indicates that our annotation of taboo word classification is supported by the empirical, indirect validation. — The main experiments below also show different behaviours for the two classes of taboo words.

### 6.2 Test Setting

When designing the test environment for lexical replacement humor, we made two central decisions. The first one was to use real SMS messages as the texts to be modified using the proposed constraints. This choice reflects our desire to make the test setting as realistic as possible. Second, we crowdsourced the assessment of humor responses to a large number of independent subjects, for a large and unbiased evaluation.
Given the large number of possible constraint combinations as well as the monetary costs of crowdsourcing their evaluations, we also needed to be selective about the number of tests to be carried out. We decided to take punning (i.e., constraint FORM) as the context of all the experiments and to study the effects of other constraints and combinations only in the presence of FORM. This essentially halves the number of tests required (as tests without FORM are not needed) and allows us to focus on more interesting phenomena.

We next describe the evaluation setting in detail.

6.2.1 Preparation of Humorous Texts

As input texts, we employed NUS SMS Corpus, a collection of 10116 real SMS messages (Chen and Kan 2013). The texts make heavy use of abbreviations and colloquial expressions, providing a challenging but realistic case for linguistic processing.

As pre-processing, part-of-speech tagging was applied on all sentences in the corpus. Since we chose to only consider substitutions of nouns, adjectives, verbs, and adverbs, we discarded messages where none was recognized, leaving us with 8602 messages for test use.

To systematically study the effects of the constraints, we applied them in all 12 possible combinations containing FORM: with no other constraint, any one of the other four constraints, any feasible pair of the other four constraints (note that the taboo constraints CONNOT and TABIND are mutually exclusive), and the fullest possible sets of constraints, containing three of them in addition to FORM. We call these combinations of constraints the different experimental conditions of our study.

Based on preliminary tests, we identified a sample size of 75 texts per experimental condition as a suitable compromise between statistical power and crowdsourcing expense. To obtain such samples, we first carried out every possible lexical replacement under each of the experimental conditions, one at a time, so that the resulting messages have exactly one word substituted. We then randomly picked 75 modified messages for each of the experimental conditions. However, in the two conditions consisting of four simultaneous constraints (FORM+CONNOT+NGRAM+WDPOS and FORM+TABIND+NGRAM+WDPOS), the system was only able to generate 20 and 17 examples, respectively, so the total number of messages tested is 787. Table 2 shows an example output of the humor generator under each of the experimental conditions.

6.2.2 Crowdsourcing

We evaluated the constraints empirically using CrowdFlower. Crowdsourcing allows performing the evaluation with a high number of subjects, also for tasks with a high cognitive cost. This has been successfully applied, for instance, to the evaluation of information retrieval over digital libraries (Kazai, Kamps, Koolen and

---

8 http://wing.comp.nus.edu.sg/SMSCorpus
<table>
<thead>
<tr>
<th>Experimental Condition</th>
<th>Text Generated by the System</th>
<th>Original Word</th>
<th>Substitute Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORM</td>
<td>Harpy birthday!</td>
<td>happy</td>
<td>harpy</td>
</tr>
<tr>
<td>FORM+CONNOT</td>
<td>Hi, come back homo now</td>
<td>home</td>
<td>homo</td>
</tr>
<tr>
<td>FORM+TABIND</td>
<td>Now u makin me more curious... smell me pls...</td>
<td>tell</td>
<td>smell</td>
</tr>
<tr>
<td>FORM+NGRAM</td>
<td>Me kill in singapore.super best hor.</td>
<td>still</td>
<td>kill</td>
</tr>
<tr>
<td>FORM+WDPOS</td>
<td>Tmr u going to school? I meet u in pool?</td>
<td>school</td>
<td>pool</td>
</tr>
<tr>
<td>FORM+CONNOT+NGRAM</td>
<td>Which fart of town would you be in?</td>
<td>part</td>
<td>fart</td>
</tr>
<tr>
<td>FORM+CONNOT+WDPOS</td>
<td>Later we go where to shit?</td>
<td>eat</td>
<td>shit</td>
</tr>
<tr>
<td>FORM+TABIND+NGRAM</td>
<td>Is ur paper today in e porn or aft?</td>
<td>morn</td>
<td>porn</td>
</tr>
<tr>
<td>FORM+TABIND+WDPOS</td>
<td>Can sell e book.how much u wan smell?</td>
<td>sell</td>
<td>smell</td>
</tr>
<tr>
<td>FORM+WDPOS</td>
<td>Remember to get the phone book from cat person.</td>
<td>that</td>
<td>cat</td>
</tr>
<tr>
<td>FORM+CONNOT+WDPOS+NGRAM</td>
<td>Remember to get the phone book from fat person.</td>
<td>that</td>
<td>fat</td>
</tr>
<tr>
<td>FORM+TABIND+WDPOS+NGRAM</td>
<td>Ok i am leaving now see pee u</td>
<td>see</td>
<td>pee</td>
</tr>
</tbody>
</table>

Table 2. Examples of outputs of the system, each generated under the corresponding experimental condition. Recall that the FORM constraint (word similarity) can be based on orthographic or phonetic similarity.

We are aware of only one previous use of crowdsourcing for assessment of humorous texts (Hempelmann, Taylor and Raskin 2012). Unlike the present work, it was performed on texts collected from the web and not produced automatically.

We recruited subjects from English-speaking countries using the crowdsourcing service. We did not control the age of subjects. The majority of crowdsourcing users are known to be between 18 and 35 years old (Ross, Irani, Silberman, Zaldivar and Tomlinson 2010) and they thus are suitable subjects for tests concerning mobile messaging and taboo humor. Each subject was assigned a random set of 20
messages out of the total of 787 messages. Some subjects chose to evaluate several such sets; the total number of subjects evaluating the messages was 524. Then, 30 additional messages were designated as “gold units”, i.e., messages not included in the evaluation, but preliminarily used by the crowdsourcing service to check which users can be trusted (as further explained below). The crowdsourcing evaluation was running until each message was judged by at least 90 different subjects.

We asked the subjects to assess each individual message for its funniness on a scale from 0 to 4, as follows. First, they were required to judge if the text is funny or not and select 0 in the latter case. Next, if the text was considered funny, they were asked to score its funniness with a number between 1 and 4. In this way, we collected judgements that allow analysis of humor either as a Boolean or a graded variable.

In order to identify and remove potential scammers in the crowdsourcing system, we simply asked subjects to select the last word in a given message. If a subject failed to answer correctly in at least three gold standard units, all her judgements were removed by the crowdsourcing system. As a result, 1.4% of judgments were discarded as untrusted. This obviously is a suboptimal method to remove scammers and may weaken the statistical power of the results.

From the experiment, we have a total of 70,848 trusted assessments of messages; 90 assessments of each of the 787 test messages plus 18 extra assessments.

6.2.3 Evaluation Measure

Since we are interested in the effects of different experimental conditions rather than individual texts, we consider statistics over all texts produced under the same condition. More specifically, we measured the funniness, i.e. the intensity of humor response, defined as the mean score of texts generated under a given experimental condition.

6.3 Results

6.3.1 Humor Responses under Different Experimental Conditions

Table 3 gives the average and the standard deviation of funniness under each of the 12 experimental conditions. Consider FORM as a baseline condition (first row of the table). The mean funniness is 0.55, indicating that on average the texts can hardly be called funny.

On the following rows, we additionally list the absolute and relative improvements in funniness when compared to the plain FORM constraint, to make the effects of different constraints more explicit. For instance, FORM+CONNOT together have mean funniness of 0.79 (standard deviation 0.23), which is 0.24 higher than the mean funniness of FORM. In relative terms, CONNOT increases the mean funniness by 44%. A general observation taken from the table is that the measures tend to improve as constraints are added, with CONNOT and TABIND contributing most; a statistical analysis will be given below. The best results were obtained under condition FORM+CONNOT+NGRAM+WDPOS (second row from the bottom). The
### Table 3. Mean funniness values and their standard deviations over texts under different experimental conditions; the absolute and relative improvements in terms of mean funniness over the plain FORM constraint.

<table>
<thead>
<tr>
<th>Experimental Condition</th>
<th>Funniness (mean and std.dev.)</th>
<th>Absolute improvement over form</th>
<th>Relative improvement over form</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORM</td>
<td>0.55 ± 0.11</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FORM+CONNOT</td>
<td>0.79 ± 0.23</td>
<td>0.24</td>
<td>44%</td>
</tr>
<tr>
<td>FORM+TABIND</td>
<td>0.70 ± 0.19</td>
<td>0.15</td>
<td>27%</td>
</tr>
<tr>
<td>FORM+NGRAM</td>
<td>0.58 ± 0.10</td>
<td>0.03</td>
<td>5%</td>
</tr>
<tr>
<td>FORM+WDPOS</td>
<td>0.58 ± 0.14</td>
<td>0.03</td>
<td>5%</td>
</tr>
<tr>
<td>FORM+CONNOT+NGRAM</td>
<td>0.78 ± 0.24</td>
<td>0.23</td>
<td>42%</td>
</tr>
<tr>
<td>FORM+CONNOT+WDPOS</td>
<td>0.91 ± 0.32</td>
<td>0.36</td>
<td>65%</td>
</tr>
<tr>
<td>FORM+TABIND+NGRAM</td>
<td>0.73 ± 0.21</td>
<td>0.18</td>
<td>33%</td>
</tr>
<tr>
<td>FORM+TABIND+WDPOS</td>
<td>0.73 ± 0.21</td>
<td>0.18</td>
<td>33%</td>
</tr>
<tr>
<td>FORM+NGRAM+WDPOS</td>
<td>0.64 ± 0.23</td>
<td>0.09</td>
<td>16%</td>
</tr>
<tr>
<td>FORM+CONNOT+NGRAM+WDPOS</td>
<td>0.92 ± 0.29</td>
<td>0.37</td>
<td>67%</td>
</tr>
<tr>
<td>FORM+TABIND+NGRAM+WDPOS</td>
<td>0.79 ± 0.25</td>
<td>0.24</td>
<td>44%</td>
</tr>
</tbody>
</table>

Mean funniness is 0.92, indicating a 67% increase in funniness, even if the absolute number still is not high. We next study the effects in more detail.

#### 6.3.2 Regression Analysis of the Effects of Humorous Constraints

To analyse the magnitudes and statistical significances of the effects we fitted a linear regression model to the data, regressing funniness on the presence of the four constraints (CONNOT, TABIND, NGRAM, WDPOS). The analysis was performed in R, with dummy coding of the constraints as independent binary variables without any interaction terms.

The magnitudes of effects are shown in the top part of Table 4. The column “Absolute effect” gives the regression coefficients of constraints, the column “Relative effect” the relative sizes of the coefficients with respect to the plain FORM constraints (cf. relative improvements in Table 3).

The CONNOT and TABIND constraints have more substantial effects of 0.26 (47%) or 0.15 (27%), respectively, while those of WDPOS and especially NGRAM are more subtle. Statistically, constraints CONNOT, TABIND, and WDPOS are all highly significant whereas the NGRAM constraint is not (column “Signif. level (linear regr.)”).

In the linear model, constraints CONNOT and WDPOS have larger effects than they have individually in the empirical observations (Table 3). For easier comparison of the predictions made by the linear model and the empirical observations, in the bottom part of Table 4 we list the cumulative effects of different combinations of...
<table>
<thead>
<tr>
<th>Constraint</th>
<th>Absolute effect (linear regr.)</th>
<th>Relative effect wrt form</th>
<th>Signif. level (linear regr.)</th>
<th>Signif. level (perm. test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONNOT</td>
<td>0.26</td>
<td>47%</td>
<td>$p &lt; 10^{-5}$</td>
<td>$p &lt; 10^{-5}$</td>
</tr>
<tr>
<td>TABIND</td>
<td>0.15</td>
<td>27%</td>
<td>$p &lt; 10^{-5}$</td>
<td>$p &lt; 10^{-5}$</td>
</tr>
<tr>
<td>NGRAM</td>
<td>0.03</td>
<td>5%</td>
<td></td>
<td>$p &lt; 0.05$</td>
</tr>
<tr>
<td>WDPOS</td>
<td>0.07</td>
<td>13%</td>
<td>$p &lt; 10^{-5}$</td>
<td>$p &lt; 10^{-5}$</td>
</tr>
</tbody>
</table>

**Cumulative Effects**
(predictions by linear regr.)

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Absolute effect (linear regr.)</th>
<th>Relative effect wrt form</th>
<th>Signif. level (linear regr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONNOT+NGRAM</td>
<td>0.29</td>
<td>53%</td>
<td></td>
</tr>
<tr>
<td>CONNOT+WDPOS</td>
<td>0.33</td>
<td>60%</td>
<td></td>
</tr>
<tr>
<td>TABIND+NGRAM</td>
<td>0.18</td>
<td>33%</td>
<td></td>
</tr>
<tr>
<td>TABIND+WDPOS</td>
<td>0.22</td>
<td>40%</td>
<td></td>
</tr>
<tr>
<td>NGRAM+WDPOS</td>
<td>0.10</td>
<td>18%</td>
<td></td>
</tr>
<tr>
<td>CONNOT+NGRAM+WDPOS</td>
<td>0.36</td>
<td>65%</td>
<td></td>
</tr>
<tr>
<td>TABIND+NGRAM+WDPOS</td>
<td>0.25</td>
<td>45%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Absolute sizes of the effects of the constraints, their relative effects, and their statistical significance levels. The significance levels have been corrected for multiple testing using Bonferroni correction (linear regression) or Westfall-Young correction (permutation tests). The cumulative effects are derived from the linear regression model by summing the absolute effects.

Given the differences between predictions and observations, related especially to **CONNOT** and **WDPOS**, we additionally fitted a linear regression model with pairwise interaction terms included (results not shown). In this case, the interaction between the constraints **CONNOT** and **WDPOS** is indeed statistically significant ($p < 0.05$), indicating that their combination (a connotational taboo word at the end of a text) is more powerful than either one alone. No other pairwise interactions are statistically significant.

### 6.3.3 Permutation-Based Analysis of Effects of Humorous Constraints

We also carried out a permutation-based statistical analysis of the effects of the constraints on funniness of texts. We implement the null hypothesis that a constraint has no effect by randomly swapping results between two sets as follows. Results obtained with the constraint being tested and some set of other constraints are swapped with those obtained with the exact same set of other constraints but *not* the constraint being tested. We then compute the difference in mean funniness when using the constraint or when not using it while keeping the other constraints...
constant, and average the result over all combinations of the other constraints. The sizes of effects obtained this way from the original data are almost identical with the factors obtained using linear regression (cf. Table 4, leftmost column in the top part).

Comparing the sizes of effects to those obtained with randomly permuted datasets, we obtain empirical p-values for each of the constraints (Table 4, rightmost column in the top part). They are corrected for multiple testing using the Westfall-Young procedure (Westfall and Young 1993). This permutation test has more statistical power than regression analysis, and indicates that ngram is also statistically significant at level $p < 0.05$ (after correction for multiple testing) despite its small absolute effect.

7 Discussion

As already explained above, we chose an extremely simple task of humor generation (i.e. single word substitution). The punning function implemented for this study was even simpler than the one used in our previous work (Valitutti et al. 2013). In fact, as formal constraints we did not use rhymes but only orthographic and phonetic similarity, both implemented through a simple implementation of Levenshtein distance. Our experiments have been performed in an artificial test setting (crowdsourcing) but using a real corpus of SMSs — with all their issues, especially the use of colloquial language and abbreviations. In our tests, a fully automated system processed the SMSs and produced the texts used in the experiments, without any curation before submitting them to evaluation on the crowdsourcing platform. All our results should be interpreted with the challenging context of real SMSs and crowd-sourcing evaluation in mind.

7.1 Effects of Constraints

The empirical results (Tables 3–4) give the following answers to our research question about the effects of the lexical constraints:

- Taboo constraints CONNOT and TABIND are effective in increasing the average funniness. The absolute sizes of the effects are modest, but the relative ones over plain punning (constraint FORM) are substantial: 47% increase of funniness with connotational taboo words and 27% increase with taboo-inducing words. Both constraints are statistically highly significant. According to the results, using taboo words as substitutes thus seems to successfully introduce inappropriate incongruity to the text (cf. Section 2.3). According to the theory, it may embarrass the reader, ridicule the writer, or simply characterize the context as playful.

- Context constraints NGRAM and WDPOS produce subtler effects. The word position constraint gives 13% increase and the n-gram constraint 5% increase on funniness. The effect of word position is statistically highly significant but the significance of the ngram constraint is questionable (significant in a
permutation-based test, insignificant in linear regression). In any case, the result confirms that simple constraints other than taboo words can be used to induce greater funniness.

- The effects of the constraints are largely cumulative (with one exception, see below): using more than one constraint at the same time increases the overall funniness approximately according to the sum of the individual effects.
- There is a statistically significant interaction between the CONNOT and WDPOS constraints: while connotational taboo words are funny, they are especially funny at the end of the text. Given how strong the statistical effect of CONNOT already is (44% observed improvement over plain punning), it is impressive that the addition of WDPOS can further improve the effectiveness in a statistically significant way (to 65% improvement over punning). Constraining the substitution to take place at the end of the message thus seems to successfully induce a humorous surprise effect (the contrast incongruity type) especially with connotational taboo words.
- Finally, a negative result somewhat contrary to our expectations is that no significant interaction was discovered between taboo-inducing words and contextual constraints. By definition, taboo-inducing words are sensitive to the context where they are used. Obviously, the context constraints used here (WDPOS, NGRAM) are not particularly useful in providing appropriate contexts for taboo-inducing words. As a result, the taboo-inducing words have smaller effects than connotational taboo words.

In a nutshell, taboo words can make a text recognizable as humorous. Contextual constraints have subtler effects, but the word position constraint clearly helps induce a humorous surprise effect especially in the case of connotational taboo words.

### 7.2 Application of Humorous Constraints

Consider a system that aims to generate humorous texts using lexical substitution. How can the ideas and results from this paper be used for practical applications? To address the question, let us first classify the contributions of this paper into two categories.

First, we have described the implementations of five specific lexical constraints (FORM, CONNOT, TABIND, NGRAM, and WDPOS) and empirically analyzed their effects on funniness when applied on SMSs (Tables 3–4). These specific techniques and results are immediately applicable in automated humor generators working on SMSs or other similar short texts such as social media status updates.

Second, and more importantly, (1) we have shown how different factors that potentially contribute to the funniness of a text can be integrated into a unified framework as constraints on lexical substitution, (2) we have identified different general types of constraints (those concerning the form of the substitute word, its semantics or connotations, or the context of substitution), and (3) we have given an example of how to empirically evaluate the effects of given constraints.

For a practical application of humorous text generation, we recommend — according to the three contributions above — to first consider if the task can be
formulated as lexical substitution (as was done in this article). Then, a key design question is what kind of constraints to use. The different constraint types identified in this paper are intended to help in that design task, and the specific ones we have used here can be used as illustrative examples. One should then test the constraints on data that are representative of the application at hand. Empirical results such as those in Tables 3–4 could be collected using crowdsourcing, as we have done in this paper, or potentially as feedback from users of the system.

Despite the large scale of the empirical evaluation in this paper, the evaluation has limitations that have decreased the funniness values and increased the p-values compared to some other possible settings. (1) The texts of the SMS corpus vary a lot in quality, style, and content. This adds a large amount of noise to the experimental data, making it difficult to substitute words in a humorous way, and also making it statistically harder to separate the effects of the investigated constraints from the random effects caused by variation in the source texts. (2) Another major source of noise in the evaluation is the likely presence of crowd-working scammers who give non-informed answers, e.g., by random. Our scammer removal mechanism is simple, and a better method should help improve the accuracy of the results. If feedback can be collected directly from the users of the actual application, then this problem could disappear.

In the application scenarios that we envision, either a text is given and (almost) any word may be replaced, or a collection of texts is given and any of them can be used as the original text (and any word may be replaced). The system could now consider a larger number of possible words to be substituted, possibly even in a large number of original texts, and choose the best one. Results such as those in Tables 3–4 can be used to estimate the funniness of the resulting text, depending on the constraints used.

Humor generators such as the ones considered here could have applications in conversational systems or in tools for creative writing. There also are applications directly related to auto-completion and auto-correction. As is well-known, they occasionally produce incorrect output that turns out to be unintentionally funny. The methods described here could be useful in detecting such cases and preventing especially inappropriate expressions.

In addition to applications for end users, like the ones mentioned above, the proposed method may have applications in empirical humor studies. They commonly face the difficulty of producing a suitable dataset. The samples should be collected according to some prefixed conditions, typically defined by a specific set of linguistic parameters, and the sample size should be large enough to allow statistical tests. An automated generator of stimuli, i.e., of humorous texts, could offer valuable help.

8 Conclusions

We have considered the task of generating humorous texts by substitution of a single word in a given short text. The conceptual simplicity of this task allows a systematic empirical study into some central mechanisms of verbal humor.
Inspired by theories of humor, we recognized and categorized three types of properties of word substitutions, those relating to the forms of the words, to their meaning and connotations, and to the context of the substitution. These properties can be used as constraints in a humor-generation system.

We focused on five specific constraints on word substitution, chosen according to their theoretical potential to induce a humor response — FORM: using a substitute phonetically or orthographically similar to the original word; CONNOT: using a connotational taboo word as substitute; TABIND: using a taboo-inducing word as substitute; NGRAM: using a substitute that matches the preceding word; WDPOS: substituting a word close to the end of the text.

In our tests, we used a corpus of real SMSs as source texts and crowdsourced the evaluation of the automatically modified texts to independent subjects. The tests involved 12 different empirical settings, 787 texts, 524 test subjects, and over 70,000 assessments in total. To the best of our knowledge, this is the first time that an evaluation of this scale and detail has been performed on machine-generated humorous texts, and with positive results.

We used funniness as a measure of the humor response. The effects of the studied constraints were analysed in detail using statistical tests. The main empirical findings are the following.

(1) We have isolated the effect of each lexical constraint and shown that each of them contributes to the humorous effect with a different weight.

(2) The effects of the constraints are cumulative and provide first evidence of a compositional nature of the humorous effect in the studied context.

(3) There are combinations of constraints that support each other and amplify their individual contribution. In particular, connotational words and replacement at the end of the text produce the highest effect.

The results suggest that fully automated production of humorous text can be feasible. Even if the practical value of SMS modification is questionable, we consider the empirical results significant for proving the potential of automated humor generation. We envision the approach used in this paper to have applications, e.g., in automated production of funny marketing messages, in intelligent conversational agents, in helping creative writing, as well as in empirical studies of humor.

In the future, it would also be interesting to use a similar setting to investigate more subtle ways to generate humor. Other semantic or connotational domains besides taboos could be explored. We are also interested in studying the effect of semantic opposition between the original word and the substitute, as well as the use of several semantically related substitutes.

Finally, we would like to experimentally identify and separate those humorous constraints that induce incongruity from those that make the incongruity funny. If feasible, this would shed further light onto how to produce humorous linguistic expressions.
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