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A word from the Guest Editor

Caj Sodergard

VTT - Technical Research Centre ol tixitand, Espoo

E-mail: Caj.Sodergard@vtt.fi

Content technologies provide toolsfCrsrocessing content to be delivered via any
media to the target audience. These tools are applied in numerous ways in.n:ediz
production. Research into woutent technologies is very active and opens ‘asw
possibilities to improva peedtuction efficiency as well as to enhance thedser
experience and therchw tite business value of media products arii scrvices.

This thematic issuc focuses on several applications of content technologies.

All papers acdtcss the user, and the ability to objectively icast. e and predict
the #Csponses various content causes in users is a much 1.eec.id tool for the
media professional. An emerging application propostd it this issue helps jour-
rai'sts find interesting topics for articles from theaxuessive information
available on the internet. Another class of aprlicatic ns dealt with here is recom-
niending content to the users. Relevant recCmmendations motivate the user to
visit and spend time on a web service. 1 :comtnenders are therefore important
in designing attractive - and monetizzple - digital services. As a consequence,
this technology is found in many gervices recommending media items such as
music, books, television prosiamn.zsiand news articles. The papers on recom:
menders in this issue cover the tiitee main methods in the field - content-baz=d,
knowledge-based and colluhorative - and they bring new perspectives tGial
three. One such nowelie/spictive which has been evaluated in user stadiedis
that of a portable ptrsanal profile.

Most of the'ncidded papers are outcomes of the Finnish Nea Mo research
program ‘v w.iiextmedia. fi) of Digile Oy. Next Media has run from 2010
throuph 2013 with the participation of 57 companies ard ~igiic research
orgarisations. The volume of the program has bestisubsseditial; annually around
80 peinan years with half of the work done by compaiiies and half by research
nartners. The program has three foci: e-reading; nersonal media day, and
hyperlocal. The papers in this issue reprecens ohlv a small part of the results of
Next Media. As an example, during 2012 the, program produced 101 reports,
most of which are available on the web.

Even if this thematic issue is.cciies<d ¢n work done within the Finnish Next
Media program, content techuclogies are of course studied in many other praces
around the wotld. The paner bv. YTNU in Norway presented here is just one
example. Computer and “aformation technology departments at univerditics and
research institutes ofier pursue content related topics ranging from mu'tusiedia
"big data" analysio to mditimodal user interfaces and user experiente. 12 the
upcoming EUHouizon 2020 program, "Content technologiss 204 intormation
managemecnt s a major topic covering eight challenges. This il keep the
theme fos this,thematic issue in the forefront of Europeariiresearch during the
years to CoLe.

Car Sédergird, guest editor of this issue of JMTR, holas /. a \ctoral degree in Information Techno-
logies from the Helsinki University of Technologvs After tOme years in industry, he has held posi-
tions at VI'T as researcher, senior researcher, team manager and technology manager. His work has
resulted in several patents and products useds’n tizz media field. Currently Caj Sédergird is Perma-
nent Research Professor in Digital Media T¢thnilogies at VI'T.
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H-rnails: juhani.huovelin@helsinki.fi
otto.solin@helsinki.fi
sami.maisala@helsinki.fi
tero.oittinen@helsink’ ti

E-mails: oskar.gross@cs.hels nki.fi
hannu.toivonen/ycoelsinki.fi

E-mails: krister.linden@helsinki.fi
jyrki.t iem @helsinki.fi
mikka.sittverberg@helsinki.fi

We have dcelopeatools and applied methods for automated ientirs2%0n of potential news from textual data for i
automated f.ews search system called Software Newsroom. The putjose of the tools is to analyze data collected from ‘he
internet s v dentify information that has a high probability of containing new information. The identified iifo1 mati>n
is summatized in order to help understanding the semaridc'cgnuints of the data, and to assist the news editing nrocess:

It hat hlen demonstrated that words with a certain set/>f sntactic and semantic properties are effective whei huilding topic
models for English. We demonstrate that words witi 17ic wme properties in Finnish are useful as well, Ex#racing such words
requires knowledge about the special characteiictict of the Finnish language, which are taken into aclounuin our analysis.
Two different methodological approaches hoveld eervapplied for the news search. One of the methoc's is based on topic analy-
sis and it applies Multinomial Principa’ Companent Analysis (MPCA) for topic model creatios: aria data profiling. The se-
cond method is based on word association analysis and applies the log-likelihood ratio (LLZ). Fc=. tht topic mining, we have
created English and Finnish language coryora from Wikipedia and Finnish corpora from teveral Finnish news archives
and we have used bag-of-words { resentations of these corpora as training data for the topic model. We have performed
topic analysis experiments with both the training data itself and with arbitrary text parsta from internet sources. The results
suggest that the effectiveness of ae'ws search strongly depends on the quality of ti» tinit.inig data and its linguistic analysis.

In the association analysis, we use a combined methodology for detectingnewelwvord associations in the text. For detec-
ting novel associatianiwe use the background corpus from which we ¢xtiict/common word associations. In parallel, we
collect the statisi’=s oiiword co-occurrences from the documents ¢ imi=rent and search for associations with larger lik<iy-
hood in thé:e dbcuments than in the background. We have demenstiated the applicability of these methods for Softw.re
Newsroom. 1 results indicate that the background-foreground moc =l has significant potential in news search. The expe-
riments .lso indicate great promise in employing backgrouns-foieground word associations for other applications.

A combiied application of the two methods is planned a¢ woll as the application of the methods on social’izedia using a
pre-translator of social media language.

Tieywords: social media, data mining, topic‘una ysis, machine learning, word associations, linguistic aralyeis

1. Introduction

The vast amount of open data in th¢ intcenet provides a
yet ineffectively exploited source ornstential news. So-
cial media and blogs have becorie an increasingly useful
and important source of inroin ation for news agencies
and media houses. In adiiitica to the news collected, edi-

ted and reported byetraditional means, ie., by news
agencies, the informat’on in a news-room consists of dif-
ferent types of wser inputs. In the social media there is a
large amount oruscr comments and reactions triggered
by news sstoties. Also, fresh article manuscripts and
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other types of material can be produced by.basically
anyone by submitting the information to th= irerret.
As a means of collecting news, this mat¢riaiis alseady
in use by commercial media companies;.copccially in a
hyperlocal media context (e.g., newsoap rs that discuss
local issues).

While this editorial strategy s considerably more ad-
vanced than the way news werz produced a decade ago,
the work still inclusles ‘wannal work that could be auto-
mated and the use ¢ open data available in the internet
is usually very inefficient. It also does not make much
sense to eagigr humans for browsing internet data, a
job that vanibe’done much more efficiently and tire-
lessly by a michine.

Thus, imelligent computer algorithms that monitor in-
sernet data and hunt for anomalies and chaag(s ure pe-
coming an increasingly exploited means of ncws and
trend detection. Other applications for the tame me-
thodologies are public opinion analysisiand forecasting
the results of elections. Examplis & ¢ven more advan-
ced intelligence in prediction wHunl! ve calls to events,
which can be predecessors Ot deionstrations or even
an uprising, and indicatic 1,652 meeting between high
level politicians based ¢ dieir plans to travel to the same
place at the same time.

The same met'icds;=vhen combined with fusion of he-
terogeneoussdata, can help improving the quality and
widening th cope of news by the enrichment of ex-
isting ‘aews material with relevant background infes-
ma’on and other associated material (e.g., histo . jvic-
turey, digital video material). In principle, using dae same
methodology it is also possible to follew the ‘discus-
stons raised by published news articles znanthus auto-
matically collecting feedback from the auaience.

Examples of internet services developed for the above
purposes are Esmerk Oasis (Comintciu, 2013) and Melt-
water Buzz (Meltwater, 20%2). Hemerk Oasis is a web-
based market intelligence woludon. Its services include
customized global husiness information with the pos-
sibility of importiag. cotuplementary information from
other sources as wei' as sharing and distribution of in-
formation across the client organization. Meltwater Buzz
is a social (mecia monitoring tool that has capabilities
for tracking and analyzing user-generated content on.the
webVtougle has also developed several services.that
peafom similar tasks.

Considering the purpose and goal of /n ausomated
news search and analysis process, a baselii:e approach
to analyzing text material and creating a short descript-
tion of its contents is to simulate tlie vaditional process
of news production. The analysis or'#hc material should
tell you what, who, where, and »:hen Methodologically, the
most challenging task is to fiid a systematic way of de-
fining the answer to th¢ question what, since it includes

, . SOLIN, K. LINDEN ET AL. - J. PRINT MEDIA TECHNOL. RES. 2(2013)3, 141-156

the need to recognize and unam'igueusly describe an
unlimited range of gpics, notjuis 1adividual words. A
topic is usually defined as "4"sot of news stories that are
strongly related by somesseininil real-wortld event", and
an event is defined as"som :thing (non-trivial) happen-
ing in a certain place 7t a/certain time" (Allan, 2002). As
an example, the eCons meteorite impact in Chelyabinsk
was the evens that wiggered the asteroid impact, natural
catastrophes, .nd doomsday topic. All stories that dis-
cuss the obgervations, consequences, witnesses, probs-
biliti¢s wnd tr2quency of such events etc., are part ofthd
topic.

Ihe answers to the other questions, who, whe esand when,
can be traced by searching named entties ana various
time tags and information. In practical wpplication to,
e.g., social media, however, the latter \uestions may also
pose a significant challenge for antautc mated approach,
since social media language Aeci.nO1 obey common ru-
les.

The quality of the langraor is often very poor, since it
may include many local and universal slang words,
acronyms and [ lioias that are known by only a limited
local community, and also numerous typing errors.

Blog( are orisiderably less difficult in this respect, sin<c
most oithe text in them is in fairly well written stan-

dard language.

Methods for event and trend detection ana anzlysis in
large textual data include static and djramis component
models which are well suited for nevs search and de-
tection in the internet. Static mod:ls ase simpler to use
and give results that are easier 't nsirpret. A potential
disadvantage is that newlv'eme.gesit trends may remain
undetected if the training anta for the model is not
sufficiently extensive.-'eading to the model being not
generic enough. A dytariic model, on the other hand,
is updated contiauaudly in order to keep up with pos-
sible emergene, wanics. Its usage, however, is not as
straightfcrwaid 25 that of static models since the emer-
gent ti ' niay be described in terms of dynamic coin-
poneiss whose semantics is not yet well understood.

“An uxample of a static component model_is /Zriacipal
Component Analysis (PCA). PCA was inveated 1271901
by Pearson (1901). PCA can be perforriea by eigen-
value decomposition of a data covariafice niatrix or sin-
gular value decomposition of a dita razirix. The sin-
gular value decomposition of the,wora count matrix is
also cal-led Latent Semantic "ndexuig (LSI) (Berry, Du-
mais and O'Brien, 1994; Hc fmann, 1999).

We have developed airorithms for automated analysis
of text in, e.g., social m:dia, blogs and news data with
the aim of ide tifying "hot" topics that ate potential
news. We he'e present the methods and show results of
their applicaticn using real data.

Copyright © iarigai 2013
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2. Method
2.1 Combining methods

We apply two different approaches|tha are combined
in order to achieve a clearer reCognidon of potential
news in an arbitrary text wadcnavalysis. The first me-
thod is topic mining inclusing advanced linguistic ana-
lysis for named entity recoenidon. The topic model is
based on Multinosiial Friticipal Component Analysis,
MPCA (Kimura, Saito and Uera, 2005; Buntine and
Jakulin, 2006). While topics are considered to be dif-
ferent kinds Of chjects than named entities (e.g., New-
man et al;, 2090, they can be combined in the creation
of a prchabdistic topic model. The second appraagly
arrocizuon analysis, takes into account the words Ca-
occusrences in the document and uses statistics.t¢ lock
iar novel word associations in a set of dcciments.
These associations are used for Software Newsroom
applications, such as diverging (association) word
clouds and automatic summary gencraion. The back-
ground model calculation uses a mcthicd based on the
log-likelihood ratio (LLR) (Dutining; 1993). This is de-
scribed in more detail by Tc vonen et al. (2012). By ex-
tending the ideas in the lateer approach, we propose a
method for detecting ncwel word associations.

2.2 Topic mining

For generitiag static component models from textual
data,.we use e statistical generative model called Mu/t:
nomial_principal component analysis (MPCA) (Buntine and
Jakalin,»2006). MPCA is used to model the data 1, 6i=
dei, to obtain a comprehensive understanding of the
contents of the data sources in the form o:'semantically
meaningful components or topics.

In our application, the topic mod<Linciudes four cate-
gories of common words (nouns, veros, adjectives, ad-
verbs) where the nouns are wot named entities, and
four categories of named ¢ntities (persons, places, orga-
nisations, miscellaneons), ‘whiere the miscellaneous cate-
gory includes all <1an edientities that do not belong to
the other three cate ories. It has been shown that these
eight categoric: are effective for building topic models
for Englisk’ (e.;.,"Newman et al., 2006). An important
aspecthof our'research is to verify that the linguistic
categericy, can be identified in a language-independcat
way. [We demonstrate this by extracting the eigh« cace-
gorice of words from text in Finnish - a languige com-
oletely unrelated to English.

Let D be a d X N matrix representin | the training data
(documents) as a "bag-of-words", Ty, o/ X K matrix of
documents represented in terms of warics, and Q a K X
N matrix of topics represented in terms of words,
where 4 is the number of documents in the training

corpus, N the size of th: vosabulary and K the number

of topics (K << N). We exurcofrom the training cor-
pus two types of featurcs: ar-of-speech tags (nouns,
adjectives, verbs, adyesbs) and Named Entities (loca-
tions, persons, eipatizatons, miscellaneous). Thus, in
our case, the vowab alary words are treated as eight mul-
tinomials. The ain: is to represent the documents in
terms of mintrizes M and Q as (Equation 1):

D SNl . (1

1n other words, the data is transformed into ‘“»<icwer
Jisiensional space, where documents are tef teserted in
terms of topics. The topics are thei reoresented in
terms of words. The matrices M and € give the pro-
babilities of topics given a document and words given a
topic, respectively.

The process for generatiig “he 'nodel with MPCA is as
follows (Buntine and Jaikalits, 2004).

1. A total of N whrdsiare partitioned into K partitions
C=1¢p, ¢y ., 0 where YX_ ¢, = N. N is the size
of the vhcabulary and K the number of topics. The
partifiotiity is done using a latent proportion vec-
wr M= (my, 2y ..., 7). The vector m for ealh
document forms the 4 rows in matrix M.

2 'Words are sampled from these partitions ascarding
to the multinomial for each topic preduving a bag-
of-words representation Wy. = (W.,, Wep" -+, Win)
for each partition 4.

3. Partitions ate combined gaditiwcly to produce the
. 1y) by totaling the
corresponding counts in vach partition,

— V'K
Ty = Zk:l Win

final vocabulary r =/, 7,

The above précess is described by the following
probability nfocel {iquations 2),

.~ Uiiichiet (@)
¢~ nfuinomial (m, N) [2]
W ~ Multinonrial(., ¢) for £=1,..,K

Tts estimation is done through a Gibbs ‘ampler (Bun-
tine and Jakulin, 2006). In Gibbs_sairinig each un-
observed variable in the problem ‘sircresipled in turn
according to its conditional distivation. Its posterior
distribution conditioned on“all other variables is com-
puted, and then a new valte tur the variable using the
posterior is sampled. In"eacti“cycle of the Gibbs algo-
rithm the last ¢ for<tocin. document is retrieved from
storage and then, usir'e «. Dirichlet prior for rows of €2,
the latent companent variables m and w are sampled.
The latent veriahles are m and w, whereas ¢ is derived.
As a result ‘we et estimates of the matrices M and € in
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Equation 1. In the context of an MPCA modcij-these
are estimates of the distribution of documen's o et :o-
pics and topics over words respectively.

There are different ways of estimatinx too1c strengths in
a single document given the mofencicated by MPCA.
The method applied here s <esine similarity between
document vector 4 and topie w, as
. _ dwp
51m(d, (l)k) = TQTVJDk.-: [3]

A topic modelincluding a desired number of yet un-
named topics/1s ‘first created by the above method
(Equaticasi1 and 2) using a bag-of-words presentation
of the-t=ainisig corpus. This is then ready for application
it’ sopric znalysis of arbitrary text. The topic analysis fi-
¢l dey automated simultaneous identificatiop=ol tlie
teoic, person, place, organization, and evet it ‘an/arbi-
trary blog article, a discussion thread in sociil media or
an RSS feed, etc. This is done by statistical comparison,
or projection (Equation 3), of th{ ney 1:xt against the
topic model. By tracking the histouy of the frequency of
occurrence of similar stories Gulich belong to the same
topic, i.e., resemble each(atlei), the software can iden-
tify the trend of a topie..\ tratistically significant devi-
ation from the tread in & short time period gives a hint
that the source terxw that caused this deviation may in-
clude a news concidae. In the present analysis, we use
Gaussian statitics and the criteria for significant devia-
tion is 30. Tn1 applies to generic topics, but for words
and ¢rents tnat are generally interesting from a news-
rocoanoesspective, such as VIPs, accidents, crimis, had
rateral disasters, all occurrences are tagged astheing no-
tendal news topics. The method is, on a, geneial level,
similar to the approach of Newman et al=2000) but it
includes advanced features developed.£o., practical ap-
plicability in a newsroom environmen.

2.3 Linguistic analysis for nainéd-entity recognition
2.3.1 English vs. Finnish wards and named entities

When adapting tépic iarntification from one language
to another, itds necessary to be aware of what units of
the language (.ave been chosen and how similar units
can be ider/titicd in another language. All language ana-
lysis fiethoas“do not produce the same output granu-
larity='nthe following, we outline the units that have
been orind effective in English and how correspending
taitsican be identified in Finnish to highlight'scme of
the essentials that need to be considered :vhea choosing
linguistic analysis software to adapt to anothd« language.

The most striking difference betwecn Firnish and Eng-
lish is the number of inflected fortis in Finnish. There
are roughly 2000 forms for.each noun, 6000 for each
adjective and 12000 for eacli verb. The characteristics
of these forms and thei’ usuge in Finnish has been ex-

J. HUOVELIN, O. GROS
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tensively documented in an onliie Tiinish grammar,
"Iso suomen kielioppi" (Hakuliiex, eval., 2004). It is not
possible to only chop off v6id eudings, because chan-
ges also take place in th< sien when inflectional mor-
phemes are added, esg. 'nojatuoli" [armchair], "noja-
tuoleja" [armchaiial, "nojatuoleissa” [in the armchairs],
"nojatuoleissant , Jur=my armchairs], "nojatuoleissani-
kin" [also in ¢my atmchairs]. In practice, Finnish words
can represént expressions that in English are rendered
as a phrasc;so Finnish needs a morphological analyzsi
to sepaiac the base form from the endings. As a beimg
to “ha.snorphological processing, many of thesir.iec:
tiora morphemes that are separated from the hasc thrm
cuirespond to stop-words in English.

In addition to gluing inflectional morphcmes onto the
words, Finnish also has the orthograp hic convention of
writing newly formed compousia worls without sepa-
rating spaces, i.e., "nappanablacnisc ol [calf-skin arm-
chair]. The English word w.«ha r can be seen as a com-
pound as well, but tywicilly,a modern ammchair is not
perceived only as a shazwvith armrests, but as something
slightly more comturtavle, so the armmchair has a lexica-
lized meaning \f 13 own. This means that, for newly
coined non- exicaized compounds, it is essential that
the morpneiogical analysis separates the non-lexicalized
parss “n Fuadush; otherwise the compositional meaning
is lost. 1rong newly formed compounds also lacl=pre

dintive power since they are rare by definitionwaercas
the’ compound parts may give essential claei, o the
topic of the narrative. It should be noted have/dfinnish
writer could also choose to write "narnanahkainen no-
jatuoli" [calf-skin armchair], and with ‘the 1xcreased influ-
ence of English, this convention'is peiceived as more
readable.

The structure of named-entides, ie., places, organiza-
tions, persons and o#livr names, follows the conventi-
ons mentioned o1\ re uiar words. In particular, place
names tend to ke viriten in one or two words at most
because they aiz =f older origin. Person names have a
similar stiustiresas in English with given name and sur-
name. “icwvever, long organization names tend to’be
fornruinted as multi-word expressions following newur
weitino ‘endencies.

2.2 Named-entity recognition in Finnish

For named-entity recognition in mary .atiguages it is
possible to do string matching ditzctly=en the surface
forms in written text. In Finnish, “w¢ need more in-depth
morphological processing t¢, deal with the inflections
and the compound words. For ¢ut-of-vocabulary words,
we also need guessers. To ¢ape with morphological am-
biguity, we need a tzgietibefore we can apply named-
entity recognition.

Language, te‘hiiological applications for agglutinating
languages sucinas Finnish, benefit greatly from high co-
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C,

verage morphological analyzers providing worG“f.rms

with their morphological analyses, e.g.,

"nojatuole+i+ssatnitkin : nojatuoli’ Newn< Plural

Tn"My" 'Also™ [also in my armchaits]
However, morphological analysiswtiakes applications
dependent on the coverage of tie niorphological ana-
lyzer. Building a high coverare thorphological analyzer
(with an accuracy of over 9576) is a substantial task
and, even with a high-ovetage analyzer, domain-speci-
fic vocabulary priseats a=Challenge. Therefore, accurate
methods for dealing vsith out-of-vocabulary words are
needed.

With the halsiaki Finite-State Transducer (HEST) tools
(Lind&ip ¢, 2011), it is possible to use an exising
mosoholbgical analyzer for constructing a morpnolc

gical guesser based on word suffixes. Suffix based guds-
sing is sufficient for many agglutinating J<aguazes’such
as Finnish (Lindén and Pirinen, 2009), whers most in-
flection and derivation is marked using.suffixes. Even if
a word is not recognized by the mocsplkol gical analyzer,
the analyzer is likely to recognize,seme words which
inflect similarly as the unknpowin sord. These can be
used for guessing the infl-stiva of the unknown word.

Guessing of an vaknowa word such as "twiitin" (the
genitive form of "twiitti", tweet, in Finnish) is based on
finding recognzeciword forms like "sviitin" (genitive
form of "sviitc" hotel suite in Finnish), that have long
suffixes suck a» "-iitin", which match the suffixes of the
unre¢agnizea word. The longer the common suffix, the
likelier uads that the unrecognized word has the, sinie
intiection as the known word. The guesser will vuout
mouphological analyses for "twiitin" in order ¢ likely-
hood.

A morphological reading is not alwd s unique without
context, e.g., "alusta" can be an infleciea form of "alku"
[beginning], "alunen" [plate],."alustax” [found] or "alus"
[ship]. To choose between theireadings in context it is
possible to use, e.g., ati hilder» Markov model (HMM)
which is essentially a aveighted finite-state model. Fini-
te-state transduce’s a'id sutomata can more generally be
used for expfessing linguistically relevant phenomena
for tagging and parsing as regular string sets, demon-
strated by (parjing systems like Constraint Grammar
(Karlston, 1550) which utilizes finite-state constraints.
Weigiireavmachines offer the added benefit of exntcu-
sinz { henomena as fuzzy sets in a compact way.

Using tagged input, a named entity recgenizen, (NER)
tor Finnish marks names in a text, typicali with infor-
mation on the type of the name (N'leau and Sekine,
2007). Major types of names include preicons, locations,
organizations and events. NER toc!s-Often also recog-
nize temporal and numeric evpiessions. NER tools ty-
pically use gazetteers, lists of kuown names, to ensure
that high-frequency narnt =s ase recognized with the cor-

rect type. For Finnish, the gazett er Zavincluded in the
morphological analyzer because lanes inflect. In addi-
tion, names and their types/Can ' a7 recognized based on
internal evidence, i.e., the v=ruCture of the name itself
(e.g., ACME Inc., whese Iz indicates that ACME de-
notes a companyyy 0. based on external evidence, i.e.,
the context of tie'iwme (e.g., works for ACME; ACME
hired a new CEO) (MacDonald, 1996).

2.4 Ass( ciacon analysis
2,401 Eoitracting word associations

Qe of the goals of the Software Newsroota s 20 give
an overview of popular topics discusscd it the internet
communities. This gives journalists an Gpportunity to
react to these topics on a short natic:. In the Software
Newsroom, word association /nalvsis is used for de-
tecting novelty in the contes, vf4a given set of docu-
ments. For instance, consilera v'eb forum where people
discuss about different topics, e.g., fashion, technology,
politics, economics; womsputer games, etc. As an ex-
ample, consider shava new smartphone SofiSmart has a
feature which.auton:atically disables GPS when you are
indoors. It turnsjout that it has a bug, and in some very
specific (ases (e.g., for instance when you are on the
top' flCar or a building) it starts to drain your battery he-
cause the signal strength is varying. It is reasonzple to
prieve that many SofiSmart users will go to web omains
2.4 start discussing about the problems. Exen 11ore, it
might turn out that there is an easy fix availahic and this
is posted somewhere to the forum.“Tlicproblem is, that
there are thousands of similar prohien:s being discussed
all over the wotld, so it is not feasihls for a technology
journalist to monitor all th< for/ms.

If we could automatically detect this as a trendy topic,
then this information swwuld be invaluable for a tech-
nology journalist. s she;'ne could then learn more about
this and write.a aew s story. From the language analysis
point of yievisthe text written by people in web forums
and other web communities introduce problems - the
text ¢onuins slang, typing errors, words from diffrent
lang rages, etc. These aspects add another goal for the
“sscriation analysis - our goal is to develop 2 n:=thod
viich is not fixed to any specific vocabuinrys, Cut idea
’s to analyze the associations between worils and to look
for such associations which are novel witii regards to
other documents.

Considering the SoftSmart “oxampie, there are words
which co-occur in sentence’s but the association betwe-
en them is most probabily wciy common, such as Sof-
Smart - battery, battery cvane. SoftSmart - GPS, etc. For the
SofiSmart case, the whras for which the association is
rather specific could be battery - floor, floor - drain, battery -
top, Softsmart - jlaor and so on. In association analysis,
our goal is o wntomatically detect the latter ones. Note,
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that the association itself might be surprising, thicach it
is between very common words, like 'battery' 1d Too:'.

Finding associations between conceptsiwhich can be
represented as sets of items is a very much studied area
which originates from the idea of miduig correlations in
market basket data (Agrawal <uan, 1993). The bag-of-
words model of representing documents as sets of un-
ordered words is a commcn chncept in information re-
trieval (Harris, 195%; Salton, 1993). Often, the bag-of-
words model is ‘uscd together with the tf-idf measure
that measures word specificity with respect to the docu-
ment corpis (dion, 1993).

Analysitly whrd associations in document is not a_new
idea.([herC are various word association measures 2. ai-
laie, -+die log-likelihood ratio test (Dunning, 1990), the
chi-squared test, Latent Semantic Indexing: (IDuinais et
al.; 1988), pointwise mutual informatios (Church and
Hanks, 1990), Latent Dirichlet Allocation (i’lei et al.,
2003), etc. There is also a method for"phirs, which is in-
spired by tf-idf, called tpf-idf-tputwhich is a combi-
nation of using term pair freqienyy, its inverse docu-
ment frequency and the tein» pair uncorrelation for
determining the specific paits.ofa document (Hyndnen
etal., 2012).

In this paper, we piasent a method for analyzing and
representing docaresits on the word association level.
We use thelogilikelihood ratio as the basis for our me-
thod. As m¢nt oned before, finding associations betwe-
en dGuments is a very common concept and the maia
gozi it i the methods is to discover statistically stroig
dnsoriations between words. In some instande.ave are
intcrested in such associations that are specific 1a a cer-
tain set of document. For instance, considcta set of do-
cuments about the singer Freddie Mercsv.\Inragine, that
we create pairs of all the words whica cc-occur in the
same sentence and the weight is detZrinined by their co-
occurrence statistics (e.g., vwighted by the log-likeli-
hood ratio test). Now, if weearder the pairs decreasingly
by association strength,ewa wiil most probably obtain
pairs such as: 'freddic''singet’, 'freddie’-'aids', 'freddie'-
'bohemian', 'aids'-dez.h’,"aids'-sick’ etc. The point here
is that some (f the associations are important and rele-
vant to the dowument set (e.g., the first two). On the
other hand| the last two associations between words are
very common. And this is defines our goal - we are loolk-
ing forward associations which are specific to a cestain
speoi documents and at the same time are uncoimcn
with tespect to other documents.

In the following, we introduce methods tlr extracting
word associations that are specific ©3 a set of docu-
ments. For this we define two conlep:s: backgronnd asso-
ciations, which are the common asesciations between
words and foreground associatians,, where the weight is
higher for associations that /arc» novel with respect to
the background associatHns:
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After we have given an overview:)Of (< core methods,

we will present applications /Ot wthizse models in the
Software Newsroom. First/we vili look at the possible
representations of foregzouid associations and discuss
the possible usefulness Ot ‘explicit graph representati-
ons. Then we wil', provide an idea of diverging word
clouds which niusawse word associations rather than
frequencies. Finally; we propose a simple, yet intuitive
way of getieraiing summaries of a set of documents by
using faregiour.d associations.

2.44,2Ba kground associations

Rackground associations represent cOMMmMON-s€nae 4ssoci-
ations between terms, where the weigh' deoerids on the
strength of the association. For examplc, the connec-
tion between the words 'car' and 'tirc! should be stron-
ger than the connection between'rat .nd 'propellet’. In
our methodology, these assosiaions are extracted from
a corpus of documents, mutivztec by the observation
that co-occurrence of 4wz tends to imply some se-
mantic relation betwaanithem (slightly misleadingly often
called semantic sin.flarivy). Background associations are
calculated by 1Wentfying words which co-occur in the
same sentende. The strength between the words is calcu-
lated psirlg theiog-likelihood method (Dunning, 1993;
Toir'caen =tal.,, 2012). The latter paper describes how
the word associations are calculated and also demon-
states the relationship between such associatot's aud
tladons in WordNet (Miller, 1995).

2.4.3 Foreground associations

In contrast to the common assotiatiens in the back-
ground, foreground associations réprcasint novel associa-
tions of a (small) set FF ¢7 docunients called the fore-
ground documents.

However, the backerqand associations do have a cen-
tral role here: theyteius what is known, so that we can
infer what is =avel ' any given document. The weigh-
ting sche ne'in the foreground also uses the log-like-
lihood watin vast. However, now we use the backgrovid
to ohuan: the expected number of co-occurrences and
to_sce Fow much the observed number of co-occur-
tences 1n the foreground documents F deviates foam it.
The result of this test gives higher weights:tethose
lerm pairs that are more frequent in thetorcground F
than they are in the background, i.e/ sspciially those
pairs which have a small likelihoud, ¢ occurring to-
gether in the background.

In our implementation of thi: idea, the foreground
weights are based on tht I¢o-likelihood ratio where the
alternative model is basz2a‘on the foreground documents
F and the null model ¢n.ne background corpus C.

Let parametirsio; ™! be the maximum likelihood pa-
rameters fon tize corpus C, ie., (Equation 4):
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pllnu“ = pixAy; O
p2:™!" = p(xA-y; C) ,
P12

null = p(axAy; €)
null _ .

p22""" = p(=xA=y; C)

where x and y denote the eranw: that "word x (res-
pectively y) occurs in a ramdaumly chosen sentence (of
the given corpus)". For the background associations,
these parameters arC u':ed 2s the alternative model, and
here they are used av, the null model. Set the alternative
model parameters pj iii turn to be the maximum likely-
hood parametessifor the document set F (Equations 5),

P11 =pPAY; F)
n, =nxAAy; F)
2= p(=xAy; F)
D22 = p(=xA-y; F)

The log-likelihood ratio (LLR) for the foreground asso-
ciations is then computed accordiiig tq E juation 6.

LLR(x,y) = =2 X%, ¥y kacoglpy™ ! /py) (6]

The foreground associaticn ‘weights are assigned by this
LLR function. Using this\function, we give higher weight
to such associations'which are more likely to appear in
the foreground.an less likely in the back-ground. Note,
that the log-liieliiood ratio could be also negative. In
this case th< word association is weaker in the fore-
ground-than 11 the background. In our work we omit as-
sociztionsswith negative weights.

2.4 Applications

In the following, we present applications''n ti.e Softwa-
re Newsroom that employ the backg:ouid, toreground
associations method. In the first"apoication we des-
cribe, the associations in the set o'.<.ocuments are tre-
presented as an explicit grapiIn the remainder of the
subsection we will demoristraie two different Software
Newsroom applications - diverging word cloud genera-
tion and documeit sarnmarization. For a single docu-
ment experiment wo will use the English Wikipedia as
the backgrour{! corpus and a story from BBC: "Google
tests balloofis to Leam internet from near space” (Kelion,
2013)%s the fsreground document we are interested in.

The simplest way of representing the information'is fy
{nowing the top-k (where k is an integer) word pans of
the' news story. In order to show the dirrctcaces be-
tween a standard co-occutrence calculation +1d our fore-
ground method in we have, in Tabli(1, presented the
top-5 pairs of the Google news storysI'sr comparison,
the left column lists the moss strorgly associated word
pairs as measured using standasd methods, while the
right column lists the top-5 t/a1 s obtained by the fore-
ground method.

The pairs suggest that the foregre: nav=iethod is able to
grasp the main associations of #i¢ cws story better than
the classical co-occurrence itizasures. By this we mean
that the associations of+thd fereground contain more
relevant associations.~encn s 'superpressure’ and 'bal-
loons' or 'google'anc ‘baloons'. Representing associati-
ons as a simple, Josemakes them individually easy to
understand, hut dczs not give a picture of the network
of connectianz. On the other hand, a graphical repre-
sentatio (Higure 1) of this network may be difficuly
espedially=for novice users. On the other hand, when ¢
user is familiar with such data representation it.gi«Cs £
quickrand general view of the data. In our woik, the
Crplicit graph is not a favored method for illscrating or
representing information. We put mdc<e />mphnasis on
designing methods that employ the foregtound graph.

Table 1: The top-5 pairs for the BBC newictory 'Google tests balloons
to beam internet from near space”. The le,% col sun shows pairs calculated
using the standard co-occurrence’cale tati 1 meod (log-likelihood ratio);
the right column shows the tob=5 ans obtained nsing the foreground
as’ ociarion method

Log-likeliheod tatiy Foreground method

plastic - madc

superpressure - balloons

months_iihot ie

launched - new_zealand

sugsested - 2tmosphere

google - balloons |

specta’, - fitted

suggested - atmosphere |

force - air

L]

W¢ now propose a new type of word clouds, |fverging
(association) clouds, that aim at helping ulersito explore
the novel associative knowledge efiielging from textual
documents. Given a search term, the diverging cloud of
a document highlights those wosan that have a special
association with the search terii. A's a motivating appli-
cation, consider word cloudsas summaries of news sto-
ries. If the user has a.special interest, say 'iPhone', we
would first of all like the word clouds to be focused or
conditioned on #is tearch term, ie., only show terms
to which 'iPhan:' ii associated in the news story. Se-
condly, vz “76uld like to see only novel information
aboutche iFhone, not the obvious ones such as 'Aprie'
and _mohile'. The diverging clouds aim to do eracily
this, dircctly based on the foreground associations of a
“ewy, story as a representation of potentially/n.w se-
muaatic associations. For a sample of divesaing ‘associ-
«tion) clouds, see Figure 4 in the Results sction.

force - air

In news, it is very common that tas 13feimation on a
certain event comes in over time. 11is'is even mote so
for news published on the Vieb or iscussed in internet
forums. For instance, cons!deting an incident (e.g., the
Boston Marathon bombirg) “which has a large impact
and is related to mapyncaple, information and updates
concerning the event a'¢ usually published frequently
on news webstizs. For each news story update, most
parts remain/tho, same, some of the information chan-
ges, sometiiing is added, and something is removed. To
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get an overall picture of the event, one should go G ugh
many articles and collect the new bits of it fotimation
from each of them while at the same.tinre nost of the
information is redundant.

Figure 1:

A subset of the foregronnd (ssocitions for the news story
"Goagle tests balloons toshecon i ternet from near space”
vepresented as an explicit graph

chitgtdauish
\
_fitted
v — \
splcidfi_

antennas

Two different approaches have Lizew tedd in document
summarization - generating text usii g the documents as
reference (Hori et al., 2003; [<sught et al., 2002) and se-
lecting a representative sct ot scntences from the docu-
ments, e.g., by using Support Vector Machines (Yeh et
al., 2005), Hidden i farkov' Models (Conroy and O'leaty,
2001), and Conditi »nai Random Fields (Sheh et al., 2007).

In this papciwe sketch a tentative method which uses
sentence ex raction for document summarization using
foregicund associations as reference. In the future/w:
pla to, enhance this method and also combine tvw th
et generation into a hybrid method. Senteicc selce-
von is based on the principle that our géal is tovcover
as much of the foreground associations a’ pcasible with
the minimum number of sentences. Tlie incuitive idea is
that the foreground associations desztine the most rele-
vant aspects of the document set. INow, if these associ-
ations are covered by a cert<'n set of documents, it is
reasonable to assume that vcthave also captured the es-
sentials of these documesiits.

A greedy algorithia/ror selecting the sentences is the
following:

1. Select ‘he s:rongest association ¢ from the
foreground associations.

Rusults
3.1 Topic analysis

We have applied topic mining to kot the English and
the Finnish languages. Our fisst expariinent was to con-
struct a model using 2 million asticles from the English
Wikipedia (at the time this comjrised 13 % of the entire
English Wikipedia).

superpressure H
new_zealand
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Automatic document summarization isi's niethiod for overco-
ming this problem. The main gb2..01'document summa-
rization is to represent the ifitvt.nation in a set of docu-
ments in a short and possib: z.nOn-redundant manner.

bunlc{ngs nep\‘\ \ devaul
area \ / \ ] .
“H"" \ s internet connectivity
~ ,
g agle —
= )
comm rerc! ‘ provide
Iow
alrcrafr 1 round
altitude 9
/ \ rnk
launched

balloons
,___ sL qested
— cleplovecl /

- 1tmosphere

wind

~.

kigh allil‘ de |
expert

day
“\

2.Let S(e) be the gcu.ofelt sentences which contain

both words of o

3.For each.sentence sin S(e) calculate the score of the
sentencc as the sum of the foreground association
weigats for all the word pairs found in the
scatence.

4. Output the highest scoring sentence s*.

5 Remove ¢ and all other pairs which appessin «*
from the foreground associations.

6.1f the size of the summary is not snfiicierit and the
foreground is not empty, go to ().

The design of the algorithm foiwesthe following two
principles. First, the highest wwtighted pair should
contain the most importantiinformation. This is the
reason why we start !aoking for the sentences where
the words of the nighist association in the foreground
appear. The secend, principle is that we do not want to
include informusiion which is already included. This is
the reasolwfci the step (5) above. If we are interested in
penalifing statences which contain pairs which re
alreany covered, then in step (5) it is possible to cliange
the “alus of the association weights into negative con-
ctane. For our experiments with summary gin_iation
on'the topic of Google balloons, see the Kusults aiction
5.2.2.

The vocabulary is created Oy uxtracting eight features
from the raw text divided 1o subdocuments. These
features are based oapust-of-speech (POS) classifica-
tion (extracting and 1:minatizing nouns, verbs, adjecti-
ves and adverb.) and named entity recognition (NER)
(tagging worlts wnd groups of words as persons, loca-
tions, organizations and miscellaneous). For POS tag-
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ging we use FreeLing (Padro et al., 2010) and fGe-NER
tagging the Illinois Named Entity Tagger (Ritinowy and
Roth, 2009). The documents and feature} a1z rorwvard-
ed to the model trainer MPCA as a bag-cfsvords pre-
sentation. The MPCA produces the (< (11 these examp-
les K=50) strongest topics for thewscr to name. This
name is not used for the proiCetica of text against the
model (Equation 3), but it-assaciates a numbered topic
to a semantically meaningiul gontext, which is essential

149

for humans who exploit the method=tables 2 and 3
present one of the fifty topics/generated. The topic has
intuitively been given the painc."Space missions". Do-
cuments/texts under andiys’s “re projected against the
created model in ordez16 find which topics the text is
most strongly relziea 0. Feature extraction and bag-of-
words presentatorna=z applied to the single document
(as is done fqr the entire corpus in the model creation)
before applyitiz Equation 3 to the projection.

Table 2:

The fourteen strongest Named Entity tags for the topic "Space missions""The un-normalized weighting factor corresponds to the
incide we of the Named Entity in the particnlar topic. 1.OC standsjor-'acetion, MISC for miscellaneons, ORG for organization,
and PER for person. The weight==.gven it the left side of each word

| Wegis | LOC Weight | MISC. Weight | ORG Weight | “EK
4425 | Russia 3411 |(Russun 571 | NASA 151 . | Venus
| 631 | Moscow 1154 [ Soviet 5.27 Sun 507\ Ivan
5.01 Earth 6.28% Ukrainian 1.84 Apollo (VRS Pluto
485 | Ukraine 209 | Estonian 113 | Mars NoA.53 | Mars
428 | Soviet Union (1198 | Georgian 1.05 Moonl. 0.43 Galileo
1.78 Kiev [ 1.87 Russians 0.96 Saiurn 0.42 Mercury
170 | Estonia \J 156 | Latvian 0.75 NIN&C 0.38 Moon
166 | Mars _ % = 1.05 | Soyuz 0.64 | | Nikon 038 | Vladimir
156 | Jupiter v 1.03 | Belarusian 057 ] 1SS 035 | Prolemy
152 | USSR 0.74 | Titan 057 | GPS 034 | Kepler |
1.35 _‘_'“m“éia 0.62 Martian . 0.53 ESA 0.31 Lenin, |
1.3(“_ N Belarus 0.62 Gregcrla,_1 { | 0.52 Gemini 0.30 Boris N |
1.31 Latvia 0.54 Checl en 0.50 Canon 0.28 N
.17 | Saint Petersburg 050 | Fari < 044 | AU 028~ Sar

Tahle 4 shows an example based on the BLY, article
eatitled "Storm Sandy: Eastern US gets bac': on its feet”
(31 October 2012). Table 4 presents the five.strongest

topics given by the model for this new's aiticle.

The numbers in front of the tcpics are normalized
statistical weights of each-topis. Table 5 presents the
Named Entities given by the NER tagger for this news
article.

Table 3: The strongest Part ¢ Sieech (POS) tags for the topic "Space missions". JJ standls j.x.djective, NN for noun,
K for adverb and V'B for verb. The weight is given at the left s(1e o/ each word

Weight | 1] Weight | NN Weight | Rv Weight | VB
245 solur 206 | star 15164, [\iitan 285 | sce
192 light 1.89 space 2.50 approximately 1.93 take
[ 171 lunar 1.37 system 2.34 éway 1.52 discover
[ .41 html 1.34 planet _“‘/? 7_times 1.43 show ‘
1.40 russian 1.11 object 1.66 close 1.36 give
108 | red 106 | comera) 156 | actually 132 | mwd/]
106 | astronomical | 0.96 Wlight 147 | relatively 130 ‘sanen,
1.05 bright 053 satellite 1.46 slightly 1.22 fid
1.04 scientific P 0.7 | crater 1.44 probably 12> appear
1.04 black . 0.86 day 1.22 roughly 1.13 observe
1.03 datk J__ 0.84 mission 1.20 sometimes L launch
0.99 similar 0.81 orbit 1.19 currently 1.01 call
0.97 visiolo 0.80 distance 1.16 long 0.86 refer
090 |optal 075 | lens 116 | direstly, 077 | base
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Table 4: The strongest topics of the BBC, 31°Qctuber 2012 article ""Storm Sandy: Eastern US gets back«n usfoii".
The normalization is such #.at v torl sum of the weights of all words in the material issi

\l’e__ig_\t / Topic Name ) :|
1 o 20512 US politics P
2 . 0.0511 Sci-fi and technology ~ /4 |
34 . 00391 US traffic and information<icswi rks
| NN 0.0384 Latin America
i S 0.0342 Physics

Table 5: Th' Nopeed Entities for the BBC news article "'Storm Sandy: EastirinlJS gets back on its feet” (31 October 2012)

I—Freq. —'Type Entity Fren. 'l"y—l\g I_Entity
| 1 MISC | Democratic 1 ER | Andrew Cuomo
! MISC | Earth A . | PER | Barack Obama
1| MISC | Jersey Shore "2 PER | Chris Christie -~
y 1 MISC | Nasdaq NN 2 PER | Christie '
3 MISC | Republican A 1 PER | Donna 1
1 LOC | Atantic City B 1 PER | Joseph Lhota N
1 LOC | Canada s (/ 1 PER | Michael Bloomberg |
1 LOC | Caribbean 1 PER | Mitt Romney — _..° /|
1 LOC | Easton 1 PER | Mt Washingtun
1 | LOC | Haiti 2 | PER | Obama \*~
1 | LOC | Hudwon Rijer 1 | PER | Paul Adam,
1 | LOC |k 1 | PER | Romniv
4 LOC ~Muakattan 6 PER | Surdy
2 | L&t “Miryland 1 | ORG |aP
1 =9 L NY City 1 | ORG-. NN
1 LOC | New Hampshire 1 ORG| Loriolis Effect
5 LOC | New Jersey 1 CRG | Little Ferry
7. 'LOC | New York 1 | ORG | MTA
2 LOC | New York City 4 L ORG | Metropolitan Transit Authority
1 LOC | New York Stock Exchange . "1 ORG | Moonachie
71 LOC | New York University | 1 | ORG | National Weather Service
1 LOC | Ohio (™1 ORG | New York Stock Exchanoe
1| LOC | Queens A\ 1| ORG | Newark Liberty AQ
1 LOC | Teterboro 1 ORG | Tisch Hospital
4 | LOC |US 1 | ORG | Trams 2 (/7 |
1 LOC | Washingtor, D& 1 ORG | US Departmeinuof Eidrgy
Tables 6 and 7 explore the fifth strorizest topic of this Table 6: The strorgct individual Wikipedia articles
news article, "physics", showing 4 ‘ollection of the stor 1oe opic "Physics”
strongest individual Wikipedirarticles on this topic, and aw y
strongest features of this topis. Lr‘:"h_‘tw dme-domain spectroscopy
" Lic of materials analysis methods
The Finnish languacer Winipedia turned out to be far :_Fluer laser
less extensive tha. the English one. Instead, we used a | Crvosenic particle detectors
collection of 73000 1:=2ws articles from the Finnish News y' semep
Agency (STT). ‘Generally, the text in this material is of Varistor |
good qualit 7, but there are some limitations: sports news Neutron generator b
are dominatitig and there are very few information tech- Laser ultrasonics
nology reinted news (no Apple, Google, Facebook, Twii- Optical amplifier N
te=. elc.). The STT news used here date from <h¢ veass Thuistor \N
2002-2005 including also 5000 news from Febmnary:2013. : - X
For POS tagging the STT news we usec a Conmercial Blectric current
morphological parser, FINTWOL by Lit.r-Soft Ltd., Neutron source | =
and for NER tagging we created lisi., of NER tagged Voltage-regulator mune
words to which we compared singl© aiid zroups of POS Switched-nc Jef_ower supply
tagged and lemmatized words, As wncxample for Fin- Gasfilled tive
nish, Tables 8 and 9 present-+esults based on an article -
about the re-election of Giorzic»Napolitano as the pre- | T9PQwAf plutonium
sident of Italy (Talouselis a, 22 April 2013). “Superconducting magnet
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Table 7: The stw.gest features for the topic "Physics”

NE-LOC US, Europe, Chernohs i )Hma, Earth.

NE-MISC X-ray, Doppler, CO=. °C, CIMOS, Fresnel.

NE-ORG | CERN, IPCC, TACAL.

NE-PER Maxwell, Edivoin.“ibbs, Watt, Richter, Einstein, Rutherford. Far 1(74y,7bohr}.

POS-J] nuclear =lectrical, magnetic, liquid, thermal, atomic, mechaiical_sond}.

POS-NN: enersy, power, system, gas, material, temperature, pressure, aL, effect, frequency, wave, field,
hea -, pasticle, unit, process, signal, mass, device, surface, circuit, light.

POS-RB: relatively, extremely, slowly, fast.

POS-VE: produce, require, cause, measure, reduce, increasa, ¢ 2n<r. te, allow, apply, create.

1hle 8: The five strongest topics for a Talouselima, 22 A pri 207 3 article (English translation in parenthesis)

Number | Weight | Topic Nume
1 0.1014 | Vaalu (elections)
2 0.0567 | Kinsainvilinen konflikti (international conflict)
3 0.0497 1S4 (weather)
4 0.0452 | /vseellinen selkkaus (armed conflict)
5 0.0434 ; Tuloneuvottelut (income negotiations) j

Table 9: The Named Entities . tne. L alouselima,
22 April 2013 artic’e

Freq. | Type 7\ \:azlc—
2 MISC |.presidentti (president)
1 MIS& radikaali (radical)
2 LCC | Italia (Italy)
1 LOC maa (country)
2~ rHR Napolitano
| 1 (| ORG | hallitus (government)
1.2 | ORG parlamentti (parliament)

Figure 2 shows all fn¢ 1illy topics obtained for the Ta-
louselama, 22 Ap+l 2313 article. The highest peak is the
strongest topiz ‘president”. The number of Named En-
tities for the example in Finnish is much smaller than
that i Eoglish. The state of the art NER taggers fot
Firnish are not as evolved as the taggers for English.

Line overall results are, in fact, better for the 0BT 2.t
itle; there are more NER tagged words and/che sizong-
¢st topics correspond better to the semantie, cosicents of
the article.

0.12 =y

| |
!

I

A | 1
I it hl“;;'

TLOLTT ‘bj* 1

Figure 2: The fifty strongest to] 7cs | r one news article projected against model created with S = news data.
The horizontal axis showsithe nun ber of the topic and the vertical axis shows normalized we,ht o) the topic

However, the results using the modercteated with STT
data are far better than those, created/with the Finnish
Wikipedia. This is demonstrated,in Figure 3 where the
strongest topics do not as strogly rise above the rest

and, furthermore, the {ive ufrongest topics are mostly

not significant: Finnish politics, philosophy and religi-
on, natural sciences, (conputer games, and banks and
monetary polic:iis. This shows that the corpus and na-
med entity dataviscd to create the model is sufficiently
extensiveand wf good quality.
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Figure 3: The fifty strongest topics jor viee news article projected against a model created using the Foini oV iy ipedia

As another source for the corpus i ‘Panish we used
the free newspaper sheet Metros Far POS tagging of
Metro news we used the Open souice Morphology for
Finnish, OmorFi (Lindén e- s, 2011), and for NER
tagging we used a comlivaten of OMorFi and our
own POS tagging versica created for STT news.

3.2 Wortd associat.on ‘nalysis
3.2.1 Diverzin yword clonds

In thil section we present some results of the Softwai»
Newsioom applications that use word associatici:,a:'a-

near
area
buildings
balloens

intevnet
commercial

lysis as their basis. As herore, for single document expe-
riments we use the Enaich'Wikipedia as the background
corpus and a story trom BBC, "Google tests balloons to
beam internet. (ronnnear space” (Kelion, 2013), as the
foreground ¢ ocunient that we are interested in.

Givii,a aesument 4 and a word », a specification /o1
the corresponding diverging association cloud is dizecdy
setained from the foreground associations' C€ the
dogument: take the top # words associated wittiwia the
toreground and position them in the werascloud ac-
cording to their weights. Figure 4 illusirates the idea
using the document on Google ballocas.

newzéaland
aircrard

supergressure
google
faunched

Figure 4: The ¢ verging werd clond created from the foreground associations of the.news siory "Google tests balloons to beam internet from near space”.
The search ternfor the left diverging clond is 'google” and for the right diverg ng word cloud the search term is "balloons'. We used an inteilier iaol
(Word Clouds for Kids, 2017) 1. geverating the word clouds

Thessvastociation clouds give a good idea of what e
docurae it could be about. Such word clouds coul/t aio
Le naplemented in an interactive manner: as/tiie user
clicks on a word in the cloud, the selectzd vo:d beco-
mes the next search term and, corresponditi iy, all diver-
gent clouds are re-rendered for all do-uments using the
new focus. A drawback of this mciwanis that it takes
time to get used to the fact that thawword cloud is con-
ditioned on the search term.aiid thus interpreting the
results could be non-intuitive f¢ = novice users. In order
to alleviate the problemy: 't wauld be possible to also pre-

sent the search term together with” ticwsvords but
currently we do not have a clear idea,oshow to present
this in an intuitive manner.

3.2.2 Summary generation

For our experiments switiithe summary generation algo-
rithm presented earlicr, \we collected four news stories
on the same tojic from different news soutrces - BBC:
"Up, up and away."Google to launch Wi-Fi balloon ex-

" x-

periment's (Ielion, 2013), National Geogtaphic: "Goog-
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le's Loon Project Puts Balloon Technology .itisS»ot-
light" (Handwerk, 2013), ARS Technica: "Gogi's Lal-
loon-based witeless networks may not be a ¢razy idea"
(Brodkin, 2013), CNN: "Google tests ba'lcess to beam
internet from near space" (Smith-Spi tk, 2013).

For the background associaticasiwe used Wikipedia
news stories and the foreground associations were cal-
culated using the respective niws stories. We then ap-
plied the algorithmwlich swe described on this set of
data. The total riumizer of words in all the four docu-
ments was 3696.

The first téiuwtentences, containing a total of 120
words, r:tured by the algorithm were the following:

Coogle is reportedly developing wireless netwsrks
totr sub-Saharan Africa and Southeast Asia that
would combine a technology well estaliish:d for
such purposes (TV White Spaces) with ¢ae that's a
bit more exotic - balloons that transmit wireless

signals. - ARS Technica

e Project Loon balloons are madc.orplastic just 3 mm
(0.1in) thick, another Orlatdctased firm, World
Surveillance Group, s='s timilar equipment to the
US Army and othc: gdvernment agencies. - BBC

4. Discussioi

Application/o’*MPCA seems to work well for news
searci by topic analysis. It is likely that also other vaui-
ants of probabilistic modeling perform well fo wnuws
ilensification. Our second approach, associada analy-
sis, also clearly enhances the effectiveness of the,"news
nose". A question then arises, whether ¢zt methods
could be effective as well, or even betten tiarn the adop-
ted approaches.

In contrast to statistical methods sach as PCA, cluster
analysis can best be seen as«a newristic method for ex-
ploring the diversity in"a data set by means of pattern
generation (van Oover, 2001). Cluster analysis may be
applied for findif.y s'mnerities and trends in data (des-
cribed using iche common term pattern recognition). An
example of cluiter analysis is the expectation maximization
(EM) algoiithry, which has recently been applied to
astronemical ‘data for identifying stellar clusters from
large”tnlivctions of infrared survey data (Solin, Ukke-

o, 2nd Haikala, 2012). Cluster analysis has zls¢ beca
tsed in, e.g., market research within a more gincraifa-
mily of methodologies called segmentationmer s, These
can be used to identify groups with somman attitudes,
media habits, lifestyle, etc. Cluster atslysis is probably
less well suited for news search than probabilistic mo-
dels like MPCA, since the seinanticzontents of articles
that contain more than one-opic are not resolved by
cluster analysis (e.g., Newmzn it al., 2000), while pro-
babilistic modeling clea:ly performs well in such cases

e It has been working on imprd' ing connectivity in
the US with Google Fiberapd biinging the internet
to underserved populatiors ¢erseas through White
Spaces networks. - ARS Thnica

e A company calle(t $pace Data makes balloon-based
repeater pla-forms7or the US Air Force that
"extend the tange of standard-issue military two-
way radio: from 10 miles to over 400 miles." - ARS
Techriva

The hoplicaton of the algorithm yields promising rewsits
Juraext goals are improving and evaluating “hevcur-
ser method. It is important to note here that th way
the extracted sentences are presented th the uscr is also
a very important aspect. For instance, cot.zider the third
sentence which has a co-reference 1:solution problem
(i.e., the sentence starts with "i#"\anG we do not know
what "it" is). In such cases.it ‘naliis sense to present
consecutive sentences togetaer 'n tie summary regard-
less how they are ordered hy the algorithm. In some
cases this could heln. to, or ercome the co-reference re-
solution problem. "t istalso possible to provide some
context to the “ser,for instance, when the uset's cursor
hovers over/an extracted sentence, the sentences which
are befort aug arter it in the news story can be shown.

provided that the corpus and named entity.da.a used
for the model creation are sufficiently «xtewsive. This
will result in only a small number of ¢hrecognized words
that cannot be tagged, and thus a/high resolving power
of topics and named entities

Supervised learning methods alvide objects such as text
documents into predefined classes (Yang, 1999). Clus-
ter analysis and.FCA/ar> data driven methods which
can extract inforiation trom documents without a priori
knowledge of=wiat/the documents may contain (New-
man et al;, 2206, and topic categorization (i.e., a topic
model e sreated by the algorithm without rules orde-
strictiension the contents of a topic, which is why sush
metiod: are called #nsupervised learning. Obviously super-

iseC learning is pootly suited for news seaichfrom
orbitrary textual data, since the topics of putennial’news
in the material cannot be predicted, and'it 11, thus im-
possible to recognize new emerging todics.

A further, more advanced analysiz 6. complex data may
incorporate the use of semansic networks. Methods of this
category are Traditional and_ Imroved Three-Phase Depen-
dency Analysis (TTPDA, T11714). These algorithms have
been applied to recoguiticn of semantic information in
visual content and th{v. ise Bayesian networks to auto-
matically discovur the relationship networks among the
concepts./ Thise'mcthods can be applied, for example, to
automatigrviden annotation. (Wang, Xu and Liu, 2009).

Copyright © iarigai 2013



154 J. HUOVELIN, O. GROS ,

In this paper, we have mainly interpreted the avac cia-
tions on a single association level rather thah asia fiet-
work. But these associations, both backgr¢und and fore-
ground, can also be seen as a kind of serantic network
where words are nodes and the edg''s represent the as-
sociations. Analyzing the backgrbuiid associations as a
network might give interosting uesults in automatic
word domain discovery ox”fox finding interesting sub-
networks that connect twowords. The same applies for
the foreground assbciavon’, which might provide inte-
resting inference and, application possibilities when in-
terpreted as word networks and used as such. Thus, in
the futureyotrinndels and methods could be improved
in their <scuracy. More efficient, scalable algorithms
could hc detigned and, perhaps more interestingly, 24
diional novel applications could be invented with-hc'o
of ttiz background and foreground models, especiilly 'n
the broad areas of information browsing ard ritiieyal.

Considering the topic model and data used for the trai-
ning, our experiments indicate that t'ie comprehensive-
ness, quality, and also the semandic tinilirity of the text
corpus and named entity data v ith the data under ana-
lysis are critical to the effectivencss of the search algo-
rithm. This is of course ¢ Lwicns, but poses a challenge

5. Conclusions

We have dexelened and applied methods for automated
identificatioft ol potential news from textual data for use
in anautomated news search system called Softwase
Newsrocm. The purpose of the tools is to analy e ddta
¢aliected from the internet and to identify irf"esraadon
thathas a high probability of containing news. Tie iden-
tiried potential news information is sumtiasized in or-
der to help understanding the semantiziccatints of the
data and also to help in the news editi.o process.

Two different methodologisal appioaches have been
applied to the news search./Qn¢ method is based on to-
pic analysis which uses Mi*CA for topic model creation
and data profiling. Th¢ sevond method is based on as-
sociation analysis th7c applies LLR. The two methods
are used in pzrallel to, enhance the news recognition ca-
pability of Software Newsroom.

For this topicinining we have created English and Fin-
nish language corpora from Wikipedia and several Fin-
nish Jansuage corpora from Finnish news archive’, aid
vie huve used bag-of-words presentations of thieis cot-
pota as training data for the topic model. ‘we have made
experiments of topic analysis using both the training
data itself and arbitrary text parsed f:0m internet sour-
ces. The selected algorithmic approach s found to be
well suited for the task, but ¢he efiasiveness and suc-
cess of news search depends-stinngly on the extensive-
ness and quality of the train‘ng ‘data used for the crea-
tion of the topic model: Als, semantic similarity of the

. SOLIN, K. LINDEN ET AL. - J. PRINT MEDIA TECHNOL. RES. 2(2013)3, 141-156

for automated news search sinced’angrige evolves and
the language used in, e.g., sofiawmizdia that obeys no
standard rules diffuses with"aa ' increasing speed to va-
rious media channels. Shoui we accept this and modify
the models and additieaaity also adopt slang in the pre-
sentation of news. o-/trv to force the users to educate
themselves in Guds=to write in decent standard langu-
age also in social niedia?

An aspectiof crucial importance in (automated) news
searclivisuthic quality of the data. The internet is full of
hcaxes 7nd distorted information, and finding assi+an
ccitor the reliability of potential news may soln<imes
weschallenging, and will require too much tin'e

This may lead to that the potential news becomes yes-
terday's news ot that it is published b a competitor be-
fore sufficient background infeimatcn is found. The
Software Newsroom should thceefie trace all possible
metadata on the sources; ¢irie, flacSs, people, and orga-
nizations associated witiintiie creation of the informa-
tion found by automatud rieans. While this cannot rely
merely on softwarc, automation can be used to signifi-
cantly improve:the etfectiveness and speed of the pro-
cess.

tirgot text with the corpus used for the modeh.cizatuon
generally improves the search effectiveness:, The large
difference between the language commot. v uved in user-
created internet content and standa.<i language poses a
challenge for news search from sccial networks, since a
significant part of the language1s notrecognized by the
part-of-speech and name/Catity taggers. A simple solu-
tion for this would be a tratislator that would prepro-
cess the unknown slasg words, turning them into stan-
dard language. Ancther v/ould be a slang-based corpus.
The latter has t'ie'divadvantage that the resulting raw
news materialwould be composed of slang and it would
have to b tratsl<eed into standard language before pub-
lishing. Thus,our plan is to collect a small dictionars”of
the mest'common words used in social media and use
than. for further experiments on social media.

Inthe association analysis we have used a mcthedology
for detecting novel word associations froin a zet of do-
cuments. For detecting novel associations we first used
the background corpus from which woeCxtracted such
word associations that are comninon. We then collected
the statistics of word co-occutences from the set of do-
cuments that we ate intereted in, looking for such as-
sociations which are mqre likcly to appear in these do-
cuments than in the Sankground.

We also demor.:trated applications of Software News-

room based,bHn ussociation analysis - association visuali-
zation asa praph, diverging (association) clouds which
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are word clouds conditioned on a search termi;»a1d a
simple algorithm for text summarization by scnateice x-
traction. We believe that the backgrousid-ioreground
model has significant potential in news svareli. The sim-
plicity of the model makes it easy|to mplement and
use. At the same time, our expsrirencs indicate great
promise in employing the backgrouad-foreground word
associations for different asplications.
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