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Abstract. Models of social groups are mainly used in social sciences and
epidemiology. There are many approaches to modelling social structures.
This report gives an overview of such methods. Particular attention will
be given to concept of social cohesion in graph model. This report shows
the correlation between social cohesion and the k-connectivity of the
model graph, describes a methods of learning different aspects of social
groups (such as power or attachment to school) from to the properties
of graphs. Advantages and disadvantages of the proposed method are
discussed.

1 Introduction

Mathematical and computer modelling is an essential part of science today. This
report is devoted to modeling of population and social structures.

Population models have a significant influence in current sociological research
and theory. They are used in theory of economic sociology or stratification, they
been used to describe social support, processes in health and health policy [13],
family demography [14], and in the analysis of criminal networks[15]. In epidemi-
ology such models can be used to model spread of infections, predict the peak
and outbreaks of the epidemic, efficiency of vaccination[2], school closure[16],
quarantine and other methods of epidemic control.

I will mainly report on article ”Structural Cohesion and Embeddedness” by
J. Moody and D. R. White [1], witch describe the correlation between social co-
hesion and the k-connectivity of the model graph. I will also use several examples
from the articles, devoted to modelling of the swine flue epidemics.

In the second second section of report an overview of different methods of
modelling population will be given; third section covers the use of graph in
modelling of social groups; forth section deals with result of modelling; fifth
section gives an overview of graph algorithms, utilized in social modelling; sixth
section is a discussion.

2 Different methods of modelling population

Modelling of population is important problem. Many method for modelling popu-
lation have been developed. In this section several approaches from mathematical
epidemiology will be described.
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Fig. 1. SIR model

One of the approaches for modelling epidemics of inflectional disease is to
use differential equations. One of the most simple and widely used model is SIR
(Susceptible Infectious Removed) model. In this model population divided into
3 categories (figure 1) , with individuals moving from category ‘susceptible’ to
‘infectious’, and from ‘infectious’ to ‘removed’. Mean number of people in each
category can be described with the system of 3 differential equation.
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Where S - number of suspected, I - number of infectious, R - number of
removed, o - infectivity and 3 - removal rate .

SIR model does not consider social structure at all, it uses only total number
of individuals in the population. In this case population is homogeneous. For
example, we can say that our population consists of S=1000 persons, and then
admit infection with certain parameters to them.

Several variations can be introduced to SIR model to describe heterogene-
ity (differences) inside the population. We can divide population by age, sex,
geographical position, susceptibility, contact rate, etc.

In metapopulation approach [3, 4] the world is divided into geographical
regions defining a subpopulation network where connections among subpopula-
tions represent the individual fluxes due to the transportation and mobility in-
frastructure. metapopulation model has two levels. The population layer is based
on the high-resolution population database of the 'Gridded Population of the
World’ project of the SocioEconomic Data and Applications Centre (SEDAC)
that estimates the population with a granularity given by a lattice of cells cover-
ing the whole planet at a resolution of 15x15 minutes of arc. The transportation
mobility layer integrates air travel mobility obtained from the International Air
Transport Association (IATA) and Official Airline Guide (OAG) databases that
contain the list of worldwide airport pairs connected by direct flights and the

! Removed individual are either dead, or recovered individual with 100% immunity.
In basic SIR model there is no difference between those two outcome of the illness,
because they affect spread of the infection in the same way



number of available seats on any given connection. The combination of the pop-
ulation and mobility layers allows the subdivision of the world into georeferenced
census areas defined with a Voronoi decomposition ? procedure.

One interesting model with high level of complexity is presented in the article
[2]. Whole describtion of the model is quoted here to illustrate assumption and
data sources for this kind of research.

The population is divided into census tracts®, and each tract is subdivided
into communities of 500 — 3000 individuals. Each community is populated by
randomly generated households of size 1 — 7 using the US-wide family size dis-
tribution from the 2000 Census. The household is the closest social mixing group,
within which contacts between individuals occur most frequently and thus in-
fluenza is transmitted most often. The population is organized as a hierarchy of
increasingly large but less intimate mixing groups, from the household cluster
(sets of four socially close households), neighbourhoods (1/4 of a community),
and the community. Including such groups creates a realistic contact network for
disease transmission. At night, everyone can make contact with other individuals
in their families, household clusters, home neighbourhoods, and home communi-
ties. In the daytime, individuals might interact with additional groups. During
the day, most children attend school or a playgroup, where there is a relatively
high probability of transmission. Preschool-age children usually belong to either
a playgroup of four children or a neighbourhoods preschool, which typically has
14 students. Each community has mixing groups that represent two elementary
schools, one middle school, and one high school, which typically have 79, 128,
and 155 students, respectively.

Most working-age adults (about 72% of 19-64 year-olds) are employed. Em-
ployment rates are determined on a tract-by-tract basis using data from the
US Census 2000. Employed individuals often work outside of their home com-
munities. Each employed individual is assigned to work in a destination census
tract based on commuting data taken from Part 3 of the Census Transporta-
tion Planning Package. Working individuals are assigned to communities and
neighbourhoods within their destination tracts to simulate casual community
contacts during the day, and a work group of about 20 people to represent their
close contacts at the workplace. Unemployed individuals remain in their home
communities and do not have close daytime contacts except with members of
their households who are not employed or enrolled in school.

Individuals can engage in short-term, long-distance domestic travel to rep-
resent vacations and other trips. The traveller will stay at the destination for
0-11 nights, with 23.9% of trips lasting for a single day (and no nights), 50.2%
including 1-3 nights away, 18.5% including 4-7 nights away, and 7.4% for 8-11
nights. A random member of this community is assigned to be the traveller’s
contact person, and at night the traveller will behave as if he/she belongs to the

2 Given continuous space S ans a set of dots di ... d,, Voronoi decomposition breaks
space into n areas so that each dot d; have "received it’s own” area A; (all dots in
A; have d; as the closes dots among d; ... d,)[18]

3 census tract is a geographic region defined for the purpose of taking a census



contact’s household, household cluster, and neighbourhood. The traveller may
withdraw to this household if ill.

Simulation epidemic on the model with has been used to study pathways
of of epidemic, infection rate on different stages, efficiency of different types
of vaccination and, school closure, ets [2]. Figure 2 illustrate prevalence of the
infection in the simulation of Seattle with different types of epidemic control
strategies.
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Fig. 2. Resultate of simulation of flu epidemic in population model [2]

3 Using graphs for modelling social groups

Graph models is a obvious method for description of structures with intercon-
nections. It can be used to model population with complicated social structure.

Consider the graph model, where each node of the graph represents the actor
and the edge represents relations between two actors 4. Type of relation can differ
to fit the purpose of the model.

We take several examples to illustrate the concept.

Consider group of five people. Figure 3.a shows a situation where all the
actors(individuals) communicate indirectly. We can imagine this kind of relations
forming among a collection of isolated individuals. Fig 3.b shows a group united
around one strong charismatic leader (Each person might have ties to the leader,
and be connected only through the leader to every other member of the group)
and Fig 3.c shows a group where all actors communicate with each other.

Different sources can be used to build a model. Most studies use data from
sociological articles, commercial databases or social networks.

4 Actor is a unit of social relation. It can be individual, family, organization, ets.,
depending on the scale of the research. Graph consisting of different type of actors can
be utilized. In most of the following examples we assume that actor is an individual.
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Fig. 3. Example of graph models of social groups

4 Analyzing graph model of the social structure

This section describes several properties of social group that we can learn by
studying model of this group.

4.1 Social cohesion

Social cohesion can be preliminary defined as a field of forces that act on members
to remain in the group [5]. In Social science, variety definition of cohesion are
used. J. Moody and D. R. White have studied terminology and separated five
most important features of definitions[1].

1. Cohesion is a property describing how a collection of actors is united.

2. It is a property of the group. Individuals may be embedded more or less
strongly within a cohesive group, but the group has a unique level of cohesion.

3. This concept is continuous. Some groups are weakly cohesive (not held to-
gether well), while others are strongly cohesive.

4. Structural cohesion rests on observable social relations among actors.

5. The definition makes no reference to group size.

They pointed out disadvantage of all this definitions: they can not be used as
an exact measurement of cohesion. The are too vague and give no approach to
compute cohesion numerically.

J. Moody and D. R. White introduced their own definition of cohesion, witch
unite all five main features and can be represented with exact number.

Definition 1: A group’s structural cohesion is equal to the minimum
number of actors who, if removed from the group, would disconnect the

group[1].

Consider the example from Figure 3. Removal of one connection from (a) or
(b) cause the group to fall apart. In opposite, 4 connection should be removed
from (c) to break it, thus we consider (c) to be more cohesive.

This property corresponds to k-connectedness.



Definition 2: A graph G is said to be k-connected if there does not
exist a set of k vertices whose removal disconnects the graph[10].

Due to Menger’s Theorem®, we can alternatively define structural cohesive

as number of independent relational paths among all pairs of members. The
presence of multiple paths, passing through different actors, implies that if any
single actor is removed, alternative links among members still maintain social
solidarity.

4.2 Finding a subgroups inside a social group

Because formal specification for structural Cohesion have been created, we can
link network structure to actor mechanisms to derive further theoretical conse-
quences of structural cohesion. We can find core subgroups inside a social groups
using such a parameter of a graph as nestedness.

Fig. 4. Nestedness and it’s hierarchical representation

Consider the example given in Figure 4. This network has a single compo-
nent inclusive of all nodes. Embedded within this network are two biconnected
components: nodes {1..8} and {8-11}, with node 8 involved in both. Within the
first bicomponent, however, members {4-7} form a 3-component (a four-person
clique) and all the members of second becomponent {8-11} form a 3-component.
Thus, the group structure of this network contains a 3-level hierarchy, which is
presented in Figure 4.

Learning nestedness of population can be very important in mathematical
epidemiology. As example, sexual transmited deciases spread though hightly
sexual active cores incide population.

® Let G be a finite undirected graph and x and y two nonadjacent vertices. Menger’s
Theorem states that the minimum number of vertices whose removal disconnects x
and y is equal to the maximum number of pairwise vertex-independent paths from
x to y. [17]



4.3 Informational and resource flow

Information and resources can flow through multiple paths, making control of
resources within the group by a small ( < k) number of people difficult. Although
many potential implications likely follow in particular substantive areas, we focus
below on three broad types of sociological questions: resource and risk flow,
community and class formation, and power.

A focus on structural cohesion provides new insights into diffusion, augment-
ing current approaches that focus largely on network distance. The length of a
path (number of edges) is often considered critical for the flow of goods through
a network, as flow may degrade with relational distance. That is, the probability
that a resource flows between two actors is equal to the product of transition
probability of all edges along the path(s) connecting them. When multiplied over
long distances, the efficacy of the information diminishes, even if the pairwise
transmission probability is high. For example, the probability that a message
will arrive intact over a six-step chain (This is the purported average acquain-
tance distance among all people in the United States [6]) when transmission
probability of all edges is 0.9 will be 0.53. The fragility of long-distance com-
munication rests on the fact that at any step in the communication chain, one
person’s failure to pass the information will disrupt the flow. For a structurally
cohesive group, however, expected information degradation decreases with each
additional independent path in the network. For example, the comparable prob-
ability of a six-step communication arriving given two independent paths is 0.78.
In a high-connectivity network, even if many people stop transmission (effectively
removing themselves from the network), alternate paths provide an opportunity
for spread.

4.4 Community and Class Formation

Structural cohesion provides us with a useful tool for understanding processes re-
lated to the formation of social classes, ethnicity, and social institutions. Linking
structurally cohesive subgroup membership to institutions that provide formal
access to power suggests a new approach to the study of social stratification and
the state. D. White et al. [9], for example, identify an informally organized ’in-
visible state’ created by the intersections of structurally cohesive groups across
multiple administrative levels. They show that those who share administrative
offices during overlapping time spans build dense cliquelike social ties within a
political nucleus while maintaining sparse locally tree-like ties with structurally
cohesive groups (globally multiconnected) in the larger region and community.
The locally dense and the globally sparse multiconnected ties act as different
kinds of amplifiers for the feedback relations between larger cohesive groups and
their government representatives. In his classic statement on the development
of social capital, Coleman [8] argued that a closed-loop structure connecting
adolescents - friends - parents increases effective normative regulation in a com-
munity. The key structural feature responsible for this increased ability is that
biconnected components (loops) allow information to flow freely throughout the
community, allowing normative ideas to be exchanged and reinforced.



4.5 Power

The substantive character of groups that are vulnerable to unilateral action dif-
fers significantly from that expected of groups with multiple independent con-
nections. The group as a whole is vulnerable to the will and activities of those
who can destroy the group by leaving. Moreover, actors that can disconnect the
group are also actors that can control the flow of resources in the network. As
has long been known from Network Exchange Theory, networks with structural
features leading to control of resource flows generate power inequality [7].

4.6 Examples

Three examples demonstrate the empirical validity of a structural conception of
social cohesion.

4.6.1 Cohesion among large American businesses It is possible to ap-
proach the question of business unity as a problem of structural cohesion. Be-
cause structural cohesion facilitates the flow of information and influence, coor-
dinated action, and thus political activity, ought to be more similar among pairs
of firms that are similarly embedded in a structurally cohesive group. Mizruchi
[11] highlights the importance of financial institutions for unifying business ac-
tivity. He identifies the number of indirect interlocks between two firms as the
number of banks and insurance companies that have direct interlocks with both
manufacturing firms in the dyad.

Data on large manufacturing firms can be used to identify the cohesive group
structure based on indirect interlocks and relate this structure to similarities in
political action.

The sample Mizruchi constructed consists of 57 of the largest manufacturing
firms drawn from the twenty major manufacturing industries in the U.S. Cen-
sus Bureau’s Standard Industrial Classification Scheme. In addition to data on
directorship structure, he collected data on industry, common stock-holding gov-
ernmental regulations, and political activity. The question of interest is whether
the structure of relations among firms affects the similarity of their behaviour.
To explore whether firms that are similarly embedded also make similar political
contributions, Mizruchi constructed a dyad-level political contribution similarity
score as a function of the number of common campaign contributions. He mod-
eled this pair-level similarity as a function of geographic proximity, industry,
financial interdependence, government regulations, and interlock structure.

A cohesive blocking of this network reveals that most firms are involved
in a strongly cohesive group, with 51 of the 57 firms members of the largest
bicomponent. The nestedness structure consists of a single hierarchy that is 19
layers deep, and at the lowest level (at which no further minimum cuts can be
made that would not isolate all nodes), 28 firms are members of a 14-connected
component (the strongest k-component in the graph).

Studies shows that joint membership in more deeply nested subsets lead to
greater similarity in political contributions [1]



4.6.2 Structural Cohesion in Adolescent Friendship Networks Add
Health is a school-based study of adolescents in grades 7 through 12. A stratified
nationally representative sample of all public and private high schools (defined
as schools with an 11th grade) in the United States with a minimum enrolment
of 30 students was drawn from the Quality Education Database (QED) in April
1994 [12]. Network data were collected by providing each student with a copy of
the roster of all students for their school. Students identified up to 5 male and
5 female (10 total) friends from this roster. Data on more than 4,000 students
have been taken from a dozen schools with between 200 and 500 students (mean
= 349) provided a diverse collection of public (83 percent) and private schools
from across the United States.

For each school, cohesive blocking procedure were employed to identify all
connectivity sets for each school friendship network. At the first level, we have
the entire graph, which is usually unconnected (because of the presence of a small
number of isolates). Most of the students in every school are contained within
the largest bicomponent, and often within the largest tricomponent. More of
smaller and more tightly connected groups are identified. In these data, at high
levels of connectivity (k > 5), subgroups do not overlap. This implies settings
with multiple cores, differentially embedded in the overall school networks.

Nestedness within the community is reflected in a student’s perception of his
or her place in the school. The Add Health in-school survey asks students to
report on how much they like their school, how close they feel to others in the
school and how much they feel a part of the school.

Several correlation can be found. First, the number of contacts a person
has (degree centrality) reflects their level of involvement in the network. Sub-
stantively, those people with many friends in school are more likely to feel an
integrated part of the school. Second, having friends who are all friends with one
another is an important feature of network involvement. As such, the density
of one’s personal (local) network is tested. Third, those people who are most
central in the network should have a greater sense of school attachment. [1]

4.6.3 Shortest part between facebook users On-line social networks can
serve as an data source for graph models, and can be object of the study them-
selfs. Researchers from University of Cambridge proved that in social network
facebook.com length of maximal shortest part between users can be aproximated
as only 3. [20]

5 An algorithm for finding nestedness and k-components

Combining algorithms from computer science we can identify cutsets in a net-
work as follows:

input data: non weighted finite undirected graph

output: tree-like structure, describing nestedness

1. Identify the connectivity, k, of the input graph.
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2. Identify all k-cutsets at the current level of connectivity.

3. Generate new graph components based on the removal of these cutsets (nodes
in the cutset belong to both sides of the induced cut).

4. If the graph is neither complete nor trivial, return to 1; else end.

This procedure is repeated until all nested connectivity sets have been enu-
merated.

Testing for k-connectivity (Step 1) can be accomplished with a network max-
imum flow algorithm (look [19] for more information).

Two steps can be taken to reduce the computation time. First, there are linear
time algorithms for identifying k-connected components for k < 3, and one can
start searching with these algorithms, limiting the number of levels at which one
has to run the full connectivity algorithms. Second, in many empirical networks
the most common cutset occurs for singleton cuts. Because the procedure is
nested, one can search for nodes with degree less than or equal to the connectivity
of the parent graph (the graph from which the current graph was derived),
remove them from the network, and thus apply the network flow search only
after the singleton cuts have been removed

6 Discussion

We have given an overview of models of population, described a of graph model.
We showed the correlation between social cohesion and the k-connectivity of the
model graph, described a method of learning different aspects of social groups
(such as power or attachment to school) from to the properties of graphs. This
method have several advantages.

Method is easily scaled. But on the practical level many practical problems
can be predicted. First, it is almost impossible to find any data for building
a reliable large scale model. Second, large scale model will be computationally
hard. This kind of problems are common for all large-scale researches.

Method provides the strict definition for structural cohesion and embedded-
ness, witch can be useful in many situations. neighbourhoods is based on graph
theory, witch is well developed. Efficiency of the method is proved on several em-
pirical examples. But should remember that in social sciences, vague definition
can some times work better then strict one, and exact numerical representation
can be redundant or even misleading. As example, we will not seriously con-
sider the idea of defining beauty with mathematical formulas, or measuring the
happiness.

Another disadvantage of the approach: it use only 1 type of interaction be-
tween individuals. Interaction can only exist, or not exist. Of course, this model
does not cover variability in communication between people. Answer to the ques-
tion ’how many friends you have’ can vary greatly, depending on the definition of
'friendship’. ’Power’ of interaction between individuals can be essential in most
of practical problems. As example, to model the flue epidemic, we need take into
consideration not the number of people in contact with infective person, but the
rate of these contacts.
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To solve this problem, model can be expanded by using weighted graph in-
stead of nonweighted one. But computation difficulty will be greatly increased.

Although some of this modellings can be useful, we always should keep in
mind that the reality is much more complicated then the model, and real life
can not be reduced to numbers.

I expect that proposed model can work with the best efficiency within the
following limitation.

1. Using of binary interaction should be theoretically substantiated.
2. Model preferably to be small sized.

Several counterexamples can be introduced. Army have a strong hierarchical
control, so model of relation within army will be represented by the tree graph.
Thus, k-connectivity of the model will be 1, and army should have very low
structural cohesion due to definition. But in real life situation is completely
different.

Several way for future research can be proposed.

1. Approach can be expanded to the case of weighted graph (variation of rela-
tion types)

2. To count social cohesion several other mathematical concepts, similar to k-
connectivity, can be utilized. As example, graph compression[16] can be used
to find strongly cohesive cores inside social groups.

3. Similar theory for studying highly hierarchical structures (such as army) can
be developed.
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