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ABSTRACT

Techniques for both exploratory and known item search tend
to direct only to more specific subtopics or individual doc-
uments, as opposed to allowing directing the exploration of
the information space. We present an interactive informa-
tion retrieval system that combines Reinforcement Learning
techniques along with a novel user interface design to allow
active engagement of users in directing the search. Users
can directly manipulate document features (keywords) to in-
dicate their interests and Reinforcement Learning is used to
model the user by allowing the system to trade off between
exploration and exploitation. This gives users the opportu-
nity to more effectively direct their search nearer, further and
following a direction. A task-based user study conducted
with 20 participants comparing our system to a traditional
query-based baseline indicates that our system significantly
improves the effectiveness of information retrieval by provid-
ing access to more relevant and novel information without
having to spend more time acquiring the information.
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INTRODUCTION

In a typical interaction with an information retrieval system,
the user expresses a specific information need, entered as a
query, investigates the results returned by the search engine,
and alters the query to direct the search to a chosen direction:
a more specific subtopic or an alternative direction. As a re-
sult, users frequently have to carefully investigate the results
to be able to reformulate their query. This behavior may have
a confounding effect: result lists may be long and tedious to
investigate, and relevant information may be widely scattered,
and therefore hard for the user to extract [28].

Disadvantages of Query—Based Search Techniques
Searching for electronic information can be a multistage pro-
cess. The information need evolves throughout the course of
the search and even when the searched item is known, in-
stead of jumping directly to the target, users typically navi-
gate with small, local steps using their contextual knowledge
as a guide. A recent survey found that users use long highly
specific queries in less than a half of their searches, despite
almost always knowing their information need upfront [26].
This allows users to specify less of their information need at
once and provide a context in which to understand the inter-
mediate results, but also lessens the users’ cognitive burden
by saving them from having to articulate exactly what they are
looking for and allowing them to rely on established habits
to get within the vicinity of their information need. Even in
cases where users know what they are searching, it has been
suggested that users try to avoid the cognitive overhead im-
posed by the difficulty of expressing their information needs
exactly, by using simple and short queries and learning how to
alter the query to achieve their goal. The effect of this finding
becomes even more prominent in the case of exploratory in-
formation seeking, where users’ needs are uncertain and un-
derspecified in the first place, and to reduce the uncertainty
users direct their search by exploring the information space
step-by-step [25].
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Relevance Feedback and IR Systems

While development usually aims at an optimal search engine
that is able to return the best matching information based on
a well-defined information need, the exploratory nature of
the human information retrieval behavior has been addressed,
e.g. by providing interactivity and control to users for better
orientation and engagement [18, 26]. The first approach de-
veloped by the information retrieval community was the rel-
evance feedback mechanism: users mark documents as rele-
vant or non-relevant and the query model is updated based on
the features present in the documents. Empirical studies have
shown that experimental interactive IR systems benefit from
term relevance feedback features [14]. However, evidence
from user studies indicates that relevance feedback features
are not used, or if they are, they are unlikely to result in re-
trieval improvements. Two main reasons for this were found
[14]: (1) the relevance feedback often leads to a context trap,
i.e. after a few iterations of feedback users have specified
their context so strictly that the system is not able to propose
anything new and users are trapped within the present set of
results; (2) the cognitive load caused by the requirement to
select relevant and non-relevant documents is high compared
to typing in a new query and prevents users from actively en-
gaging with the relevance feedback mechanisms.

Interface Design and User Feedback

The reason for the lack of use of relevance feedback has of-
ten been attributed to the specific intelligent user interface de-
signs that do not allow users to conveniently provide feedback
at a suitable level of granularity. Research has targeted to sup-
port users in giving feedback through a variety of techniques
involving computational methods, to predict user needs based
on the query history [1], rich user interface support with
learning algorithms to assist users to comprehend the results
and the existing information space [5, 8], and visualizing and
summarizing the resulting information to enable faster rele-
vance judgement of the quality of the information returned
by the search engine [10, 13, 15, 19, 27].

Faceted Search and Search Context

The problem of getting trapped by context has been ap-
proached by using global features instead of contextual fea-
tures or exploration techniques. One of the most successful
ways to use global document set features in directing search
is faceted search, also called faceted navigation or faceted
browsing [30]. It is a technique for accessing information or-
ganized according to a faceted classification system, allowing
users to explore a collection of information by applying mul-
tiple filters. A faceted classification system classifies each in-
formation element along multiple explicit global dimensions,
enabling the classifications to be accessed and ordered in mul-
tiple ways rather than being based on contextually selected
options. The problem with this approach is that the number
of global features can be very large and users may have to be
forced to select from a huge amount of options, making the
user interface inconvenient and cognitively demanding [30].

Reinforcement Learning and Information Retrieval
Recent studies have shown that by modeling the search con-
text, a system can provide much richer information about the
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search intention, limit the number of alternatives users need
to select from to direct their search, and automate the tedious
query reformulation process [29]. Reinforcement learning is
a promising approach that can allow the system to utilize the
search context in relevance feedback and, at the same time,
to avoid the context trap. Reinforcement learning allows the
system to trade between exploitation (moving towards more
specific subtopics) and exploration (going towards alternative
topics), and has been shown to be helpful in information re-
trieval [12, 23, 33]. Most of the existing work concentrates on
using reinforcement learning for search personalization [23,
33]. Long-term implicit data acquisition is used to build user
models that are then used as the basis for filtering content. In
[22] a setting was introduced where the system learns the user
preferences in an online manner without a labeled dataset,
while taking into account similarities between documents and
feedback from the users. Exploration—exploitation techniques
are often used in tasks involving information retrieval or rec-
ommender systems, such as filtering [4], recommendation
[12, 31, 34], ads placement [7, 17, 20] or image retrieval [3].
However, most of the information retrieval/recommender sys-
tems that employ reinforcement learning techniques rely on
collecting information on users’ habits and interests over a
prolonged period of time, while in a typical search scenario
users are more interested in the overall improvement of the
search results within a given search session rather than hypo-
thetical future search sessions.

Problem Solution

We propose that better support for exploration can be pro-
vided through learning from feedback on higher level repre-
sentations of the data sets, such as topics or keywords, that
are extracted from document features. This feedback pro-
vides enables applying machine learning techniques such as
reinforcement learning to improve relevance, novelty and di-
versity of results. This allows users to direct their search
using the offered keyword cues at any point of time with-
out getting trapped in a context, or having to provide tedious
document-level relevance feedback, or relying on implicit
feedback mechanisms that may take long to converge. Users
are experiencing diverse ways to interact with information,
e.g. in smartphones and tablets, where multitouch revives the
concept of direct manipulation as users expect visual repre-
sentation of the option space, and rapid and incremental ac-
tions (and not only typing) [11]. Time is ripe fo the learning
mechanism to predict the keywords based on the search ses-
sion context and allow users to direct the search rather than
merely re-ranking as in traditional personalization.

The resulting information access system couples advanced
machine learning techniques with information visualization
and interaction to boost exploratory search. The users can
actively engage in an exploratory search loop where they
manipulate article features such as keywords and ranking,
and the underlying machine learning system offers them nav-
igation options (keywords, articles) using an exploration—
exploitation paradigm. We expect the search to become signi-
cantly faster by allowing exploration and easier query manip-
ulation. We have found a suitable abstract level on which it is
convenient for the users to direct their search (in our case, the



Session: Recommendation

document keywords are the navigation options users can use
to direct their search), and use observed interaction together
with binary feedback to feed reinforcement learning—based
optimization of further navigation options. We maintain that
interactive choice of navigation options, such as topics and
keywords, can facilitate exploration. We propose that this can
support users in better directing the exploratory search nearer
or further from the current context and following a direction.

System Assessment

We present results from a series of studies that demonstrate
the benefits brought by the system. Computer simulations
are first used to verify that it is beneficial to apply the rein-
forcement learning to user feedback on both the document
features and the documents. A pre-experiment study is then
carried out, aimed at evaluating the subjective experience and
usability of the system. Finally, a task—based experiment with
20 subjects compares our system to a traditional query-based
baseline. The performance is evaluated on three redefined
measures based on the well known precision, recall and F-
measures. They are redefined for the case of iterative queries,
separately taking into account not only relevance but also ob-
viousness and novelty. We also report the extent to which the
suggested keywords are manipulated by users, as an indica-
tion of how much the system is used in directing the search.

SYSTEM OVERVIEW

The primary goal of the system is to assist scientists in finding
and exploring the relevant literature on a given research topic
quickly and effectively; although it can additionally be eas-
ily adapted to other domains. Reinforcement learning (RL)
methods as well as visualization allow the user to assign rel-
evance scores to the displayed keywords by moving them
within the exploratory view provided by the system (keyword
manipulation). Through keyword manipulation, the user can
direct the search according to her interest, while the inbuilt
RL mechanism helps the system to form a model of user’s
interests and suggest appropriate keywords in the next search
iteration. The user modeling process is restarted once the user
types in a new query and we build a new user model for each
session to avoid the issue of “over-personalization”. In this
section, we describe the system design, its interface and the
algorithms incorporated into the system.

Interface Design

The main idea behind the interactive interface is that instead
of typing queries at each iteration, the user navigates through
the contents by manipulating the keywords on the display,
which results in new keywords appearing on the screen as
well as a new set of documents being presented to the user.
The user interface is presented in Figure 2 and an example
search session in Figure 1.

The search starts with the user typing in a query, which re-
sults in a set of keywords being displayed in the circle on the
left hand-side of the screen (exploratory view) and a set of
articles being displayed on the right hand-side of the screen
(Figure 2). The user can manipulate the keywords in the ex-
ploratory view to indicate their relevance: the closer to the
center a given keyword is, the more relevant it is. The user can
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manipulate as many keywords as she likes in the exploratory
view as well as drag keywords from underneath the displayed
articles into the exploratory view to indicate their relevance
to the search. After each iteration, new keywords and new
articles are displayed. The search continues until the user is
satisfied with the results.

We illustrate the interface and interaction design through a
walkthrough that exemplifies a real information seeking task.
In our example, a student writing an essay about “hand ges-
tures” begins the seeking process by typing “hand gestures”
as the query. The system retrieves a set of documents and
adapts the content to match the user’s feedback (Figure 1). On
the first iteration, the documents and keywords are retrieved
based on pseudo-feedback acquired from the top-ranked doc-
uments and visualized for the user. At this point, the students
interest in “hand gesture recognition” increases (Iteration 1
in Figure 1) and she realizes that the keywords “language”
and “communication” are not related to her information need.
She provides feedback to the system by moving them outside
of the exploratory view and by moving the keyword “recog-
nition” to the center. The user then submits the feedback
by clicking the center of the exploratory view. The system
learns a more specific representation of the users information
needs from the feedback, expresses it in terms of keywords,
and retrieves and predicts a new set of documents and key-
words (Iteration 2 in Figure 1). At the end of Iteration 2,
the user decides to look at documents about “hidden Markov
model”. The document list now consists of documents related
to “hand gesture recognition with hidden Markov models”,
but because of the novelty and diversity featured in the adap-
tation methods, the system also gives alternative keywords
for the user to select. By moving them towards the center, the
student could continue the seeking process.

System Design

The data flow from the system’s perspective is illustrated in
Figure 3. The three main blocks of the system are responsible
for the initial retrieval and ranking of documents, and explo-
ration in the keyword and the document spaces using RL.

The initial set of documents and their rankings are obtained
through the Information Retrieval and Ranking module. Hav-
ing received feedback on keywords, the system enters the ex-
ploratory loop. The explicit user feedback is sent to the Key-
words Exploration and the Document Diversification mod-
ules. The Keywords Exploration module implements user
model estimation using RL techniques (described below).
The user model is a representation of the system’s belief about
the user’s informational need at the current iteration of re-
trieval. The component receives feedback from the user and
produces a list of keywords with weights which are passed
on to the Information Retrieval and Ranking module, which
predicts a new set of documents for the new search iteration
based on the predicted user model. Thus, the dataset in the
system is not static and it changes at every iteration based on
the present, best estimation of the user model.

The Document Diversification module is responsible for de-
termining the set and order of documents that are passed on
to the Interface. The module uses exploration—exploitation
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Figure 1. Feature manipulations. After receiving the initial set of keywords in the first iteration (left), the user indicates an increased importance of the
keyword “‘recognition” by moving it towards the center of the exploratory view and indicates a reduced importance of the keywords “language” and
“communication” by moving them outside the exploratory view. The keywords explicitly manipulated by the user are colored in orange. In the second
iteration (right), new keywords have been predicted by the system on the basis of their estimated relevance and are positioned in the exploratory view.

The new keywords can be distinguished by their orange borders.
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Figure 2. The document list after Iteration 2 has both new documents (labeled new) and documents whose rank increased from the previous round.
The user has now obtained documents matching the information need. The exploratory view (left) also offers options for continuing the exploration in
other potentially relevant directions, such as “accelerometers”, “learning” or “classification”.

techniques to sample a set of documents to display to the user,
while keeping the ranking obtained from the Information Re-
trieval and Ranking module. The new set of documents is
used in Keywords Exploration module to capture dependen-
cies between keywords.

The user model is visualized in the exploratory view, which
allows the user to give feedback to the system through key-
word manipulation. A list of articles is also presented to the
user. The system gets new feedback from the user and con-
tinues in the iterative feedback loop.

Retrieving and Ranking Documents

The system includes a separate retrieval model whose input
is the user model and which produces a ranking for the doc-
uments and keywords attached to each of the ranked docu-
ments. The keywords are used to build a new estimate of the
user model and the documents are shown for the user in the
ranked order after diversification. The retrieval model allows
a fast ranking of the top-n documents. This is motivated by
a learning-to-rank approach where only the top-ranked docu-
ments and document features are used as the context for more
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complex learning processes. In this way, we can reduce the
number of documents and features that the RL methods have
to deal with.

In order to estimate the relevance of each document d;, we
employ a standard language modeling approach of informa-
tion retrieval. We estimate the initial ranking of documents
d given a user model represented as the weighted keyword
vector k consisting a weight w; for each keyword. The rank-
ing is computed according to the probability of documents
given the user model. We use a probabilistic multinomial un-
igram language model. Documents are ranked by the prob-
ability that a query would be observed as a random sample
from the respective document model. The probability of a
document producing the user model is given by the language
model M, for document d; by using maximum likelihood
estimation (MLE):

P(k|Md]) = H ﬁ)ipmle(ki|Mdj)7
ki€k

where My, is the language model of document d; and w; is
the estimation for the weight of a keyword k; given by the
present user model. Now the maximum likelihood of a key-
word k; is:

pm,le(ki|Mdj) = H P#(kl|d])
ki:E€k

We avoid zero probabilities and improve the estimation by
using the Bayesian Dirichlet smoothing [32]. The smoothed
model is given by:

c(k; d;) + pp(k|C)
dopclkidy) +p

where the probability of a document generating a keyword is
smoothed using the collection statistics p(k|C'), which is the
estimate for a keyword k£ based on the whole collection C'
as opposite to only a relative count ¢(k; d;) in a single docu-
ment d;. The parameter p is set to 2000 as suggested in the
literature [32].

P(kld;) =

To keep the maximum likelihood estimation for the whole set
of keywords occurring in the user model fast, we restrict the %
being evaluated to the top ten keywords receiving the most of
the weight mass at each iteration. The same set of keywords
is also visualized for the user in the exploratory view.

User Model Estimation

We assume that the user is looking for a set of keywords re-
lated to her interest. The user feedback is given by a relevance
score r € [0, 1], where 1 indicates that the keyword is of high
relevance. The user provides feedback by moving a keyword
closer to or further from the center of the exploratory view:
keywords in the center have relevance score 1 with the value
getting smaller the further away from the center a keyword is
moved (see Figure 1). Keywords placed on the edge of the ex-
ploratory view or beyond have relevance score 0. Keywords
with relevance score 0 are excluded from appearing again in
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the exploratory view for the remainder of a given search ses-
sion. The formal iteration protocol of is as follows:

e In each iteration, the system selects j keywords and
presents them to the user.

e The user provides relevance scores r; € [0,1],i=1,...,j
for the displayed keywords.

We assume that the relevance score r; of a keyword k; is a
random variable with expected value E[r;] = k; - w, such that
the expected relevance score is a linear function of the key-
words. The unknown weight vector w is essentially the rep-
resentation of the user’s query and determines the relevance
of keywords, i.e. the weight vector is the user model that de-
scribes user’s interests and predicted directions based on the
search history in the present session.

In order to preserve the dependency between the keywords
and the documents, initially we represent each keyword & as
a binary vector of length n, where n is the number of docu-
ments under consideration. The vector indicates the presence
or absence of a keyword in a given document. In order to
boost the significance of documents with rare keywords and
to lower the significance of those with frequent keywords, we
convert the binary vector representation of keywords into the
tf-idf representation [24].

In order to help the user to explore the keyword space, we use
LinRel [2], an algorithm that has already been proven to work
well in other interactive retrieval systems [3]. At each itera-
tion, LinRel suggests new keywords to be presented based
on the feedback from the user obtained in previous iterations.
The algorithm maintains a representation of the estimate w of
the unknown weight vector w which maps keyword features
to relevance scores. When selecting the next set of keywords
to display, the system might simply select the keywords with
the highest estimated relevance score. But since the estimate
w may be inaccurate, this exploitative choice might be sub-
optimal. Alternatively, the system might exploratively select
a keyword for which the user feedback improves the accu-
racy of the estimate w, enabling better keyword selections in
subsequent iterations.

In each iteration, LinRel obtains an estimate w by solving
a linear regression problem. Suppose we have a matrix K,
where each row k; is a feature vector of keywords presented
so far. Let 7 = (r1,72...7,) " be the column vector of rele-
vance scores received so far from the user, where p is a num-
ber of iterations. Thus, LinRel tries to estimate w by solving
the linear regression problem r = K-w . Based on w, LinRel
calculates an estimated relevance score 7; = k; - w for each
keyword k;. In order to deal with the exploration-exploitation
trade-off, we present keywords not with the highest score,
but with the largest upper confidence bound for the relevance
score. Thus, if ¢; is an upper bound on standard deviation of
relevance estimate 7;, the upper confidence bound of keyword
1 is calculated as r; + yo;, where v > 0 is a constant used to
adjust the confidence level of the upper confidence bound. In
each iteration, LinRel calculates:

si=a - (XT- X+ XD)7IXT,
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and the keywords that maximize s; - r 4 §||m;|| are selected
for presentation.

Document Set Diversification

After each iteration, the search engine returns a list of ranked
documents to display. In order to diversify the set of the dis-
played documents and expose the user to more novel docu-
ments, we sample [ of documents from the ranked list pro-
vided by the search engine and display them to the user. In
order to obtain this, we use the Dirichlet Sampling Algo-
rithm [9]. The algorithm maintains weights «; for all the
documents in the set returned by the search engine, and we
sample [ documents from this list by sampling the Dirich-
let distribution. A fast method to sample a random vector f
from a n-dimensional Dirichlet distribution with parameters

a ={ay,...,a,}is to draw n independent random samples
from the Gamma distribution
a—1,—fi
f ~ Gamma(a,1) = fl"@:;)

and normalise the resulting vector f. In our case, the input
is a vector « representing the weights or probabilities of each
document, while the vector f represents a random number
associated with each document. We display to the user the top
[ documents with the highest values of f;. Thus, the higher
the value of «, the more likely it is that the corresponding
document will be selected.

After each search iteration, we updated the weights « of the
entire document set. However, the users do not provide ex-
plicit feedback on all the documents, so we need to update
the document weights based on the keywords selected by the
users. Thus, the documents are partitioned into two sets.
One set consists of documents containing in their feature rep-
resentation a keyword that received positive feedback from
the user, while the other set contains all the remaining docu-
ments. The documents that received implicitly positive feed-
back have their weights «; increased by 1. After the weight
updates, the vector « is normalized so that in future iterations
we have a better estimation as to which documents might be
more relevant to the user’s interests.

EVALUATION METHODS

We conducted a set of studies to evaluate our system. We first
performed a simulation study to automatically evaluate the
role of exploration in different parts of the system. Based on
the results of this study we chose the final setup of the system
that was evaluated in a comparative user study. The compar-
ative study included two conditions: our system that is from
now onwards referred as RLR (Reinforcement Learning Re-
trieval) system, and a baseline system. Before the user study,
we conducted a pre-experiment study to ensure the usability
of the RLR system. Then, we ran the actual user study in or-
der to evaluate the retrieval performance of the RLR system
compared to the baseline system.

Data
We used a dataset including over 50 million scientific doc-

uments from the following data sources: the Web of Sci-
ence prepared by THOMSON REUTERS, Inc., the Digital
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Library of the Association of Computing Machinery (ACM),
the Digital Library of Institute of Electrical and Electronics
Engineers (IEEE), and the Digital Library of Springer. The
information about each document consists of: title, abstract,
author names, publication year and publication forum. Both
the baseline and RLR systems used the same document set.

Simulations

The RL techniques are incorporated into two modules of the
RLR system: the Keyword Exploration module and the Docu-
ment Diversification module. Thus, there were three possible
configurations of the system: (1) RL in both the keywords and
the articles space; (2) RL only in the keyword space; (3) RL
only in article space. The fourth possibility, i.e. RL in neither
of the components is equivalent to using traditional query-
based informational retrieval systems and we tested this set-
ting in the user studies. However, running user studies involv-
ing all four settings would have required a very large number
of participants with similar research backgrounds, and so in
order to assess the effectiveness of the RL methods, we first
ran a set of simulations to define the system configurations to
be used in the user studies. The purpose of the simulations
was to identify which of the three settings would provide the
user with the most diverse search results.

First, in a modelled situation of algorithm usage we estimated
the optimal values of parameters of the algorithms. Next,
we collected 10 examples of user’s actions, i.e. keyword
manipulations over ten iterations, while performing different
searches. Each of the three system settings was run ten times
using the collected user actions, i.e. for each setting we col-
lected ten hypothetical searches with ten iterations each. We
calculated the fraction of new articles appearing at each iter-
ation in the studied systems. The setting with exploration in
both keywords and documents gave us at least 20% more ar-
ticles on average than other settings and this is the setting we
applied in the users studies.

Pre-Experiment Study

The target of the Pre-Experiment study was to measure the
general usability of the RLR system and the subjective us-
ability of the search directing support of the RLR system.
We used a task-based information retrieval evaluation method
[16]: The participants performed search tasks with the sys-
tem. In each task, the participant was asked to imagine that
she is writing an essay on a given topic, and her task was
to search and collect documents that she finds useful for the
topic specified in the task description. Two tasks were defined
and their topics were “semantic search” and “reinforcement
learning”. In order to preserve the exploratory nature of the
task, we only recruited participants who have little knowledge
in the topics of the tasks. We recruited ten participants who
each performed one of the tasks using the RLR system. Once
the participants completed the tasks, they filled two ques-
tionnaires to provide their subjective usability assessment on
the system. As usability assessment questionnaires we used
the standard System Usability Scale (SUS) [6] and a ques-
tionnaire based on user-centric evaluation framework named
ResQue designed for the evaluation of recommender systems
[21]. We used SUS because it is the most used, technology
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independent questionnaire for measuring perceptions of us-
ability. ResQue was chosen because it specifically measures
the interaction adequacy and preference expression capabili-
ties offered by a system. Participants used a five-point Likert
scale to provide their answers for the ResQue questionnaire.
In addition to the questionnaires we also conducted post task
interviews with these participants to assess their subjective
feedback on the characteristic features of the RLR system.

Baseline System

We used as the baseline a traditional query—based alternative,
where neither user modeling, exploratory view nor diversifi-
cation was used. The document retrieval algorithm was the
same in both systems. In the baseline, users can express their
information need only through typing queries and the results
are presented as a list of documents followed by keywords
in each document. Unlike in the RLR system, in the baseline
system users cannot interact with the keywords visualized un-
derneath each document to provide feedback; these keywords
can only be used as clues for formulating queries. Figure 4
shows a screen shot of the baseline search user interface.

User Experiment

We conducted user experiments to compare the baseline and
the RLR system. The aim of the experiments was (1) to eval-
uate the ability of the RLR system to support users in direct-
ing their search in an exploratory search setting, and (2) to
measure the retrieval performance of the compared systems.
We used a task-based information retrieval evaluation, where
participants were situated in a scientific writing scenario. The
participants were asked to imagine that they are writing an es-
say on a given topic and to answer a set of questions related
to the topic. The participants used a given system to seek the
information. The study used a between—subjects design in
which half of the participants performed the task using RLR
and the other half using the baseline system. We also counter-
balanced between the tasks.

Tasks

We recruited two post-doctoral researchers as experts from
the domains of information retrieval and machine learning
to define the tasks. The task fields chosen by the experts
were “‘semantic search” and “robotics”. The experts wrote
task descriptions using the following template: “imagine that
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you are writing a scientific essay on the topic of semantic
search/robotics. Search scientific documents that you find
useful for this essay”. In order to provide clear goals for ex-
ploration, the experts provided the following guidelines on
what content should be included in the essays:

e Robotics - This essay should include sub-fields, applica-
tion areas and algorithms commonly used in the field of
“robotics”.

e Semantic search - This essay should include techniques
used to acquire semantics, methods used in practical imple-
mentation and organization of results in semantic search.

Participants and Procedure

We recruited 20 researchers from our university to participate
in this study. All the participants were either research staff
or students (11 PhD researchers and 9 Masters students), and
all had backgrounds in computer science or related fields. We
particularly selected researchers as participants because our
current database only consists of scientific documents. There-
fore we needed participants who have experience in scientific
document search. Prior to the experiment, we conducted a
background survey of the participants to ensure that they have
conducted literature search before and they are not expert re-
searchers in the topics of the search tasks so that their prior
knowledge will not influence the exploratory nature of the
tasks. Prior to the study we provided training for each par-
ticipant with the system that they are going to use in the ex-
periment. We limited the time available to complete the task
to 30 minutes to make sure that the participants were actively
searching for the information during the experiment and had
equal time to complete the task.

Data Logging

When the participants were performing tasks, we logged all
their interactions with the system and all the articles and key-
words presented by the systems in response to these interac-
tions. Data logged from the interactions with the RLR sys-
tem included details of the articles displayed, keywords pre-
dicted by the system, manipulated keywords, queries typed by
the participants and times at which each interaction occurred.
Similarly, from the baseline system we logged the queries
typed, articles displayed, articles bookmarked by the partici-
pants and the times at which participants entered queries.

Ground Truth and Relevance Assessments

We pooled all the documents displayed to the participants in
either condition, i.e. based on the logs we extracted all doc-
uments that were found by any user using either the baseline
or the RLR system. Next, we asked the domain experts who
defined the tasks to provide relevance assessments on these
documents. In order to avoid any biasing of the expert assess-
ments, the assessment process was double-blinded, meaning
that the experts did not know from which of the two condi-
tions the document originated nor for which of the partici-
pants the document was viewed. The experts provided rel-
evance assessments on three levels: (1) relevance - whether
this article was relevant to the search topic; (2) obviousness
- whether this article is well known in a given research area;
and (3) novelty - whether a given article was uncommon, yet
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showing a new aspect of the topic. Experts reviewed every
article under each category and rated them as 1 if they belong
to the category and O otherwise. This provided the ground
truth that was used to evaluate the retrieval performance of
the systems. To measure the quality of the relevance assess-
ments, part of the assessments were conducted by two ex-
perts. We run the Cohen Kappa test to measure the inter-
annotator agreement between the experts. Kappa indicated a
substantial agreement (Kappa = 0.71, p < 0.001).

Retrieval Performance Measures

We defined three measures based on precision, recall and F
measures of information retrieval to measure the performance
of the two systems. We could not use these measures directly
because in our setting users are shown a limited set of doc-
uments, i.e. top 50, on each iteration instead of the total or-
dering and the users perform several, but varying number of
queries and interactions over time during a search session.
The measures capture the performance of the system as a
function of time when used to seek answers for the task. For
example, if a user finds relevant documents on the first itera-
tion, just ten seconds after starting to use the system, but the
system does not assist the user to direct the search, then the
performance may not be much better when investigated after
120 seconds of use. On the other hand, if the system assists
the user to gain more relevant documents, the recall after 120
seconds may have been increased because the user could eas-
ily interact with the system to gain more relevant results.

We generalized the precision, recall and F measures to take
into account the temporal dimension, where users cumula-
tively gain new information while searching. We start with a
definition of cumulative document sets:
t
Uy = U documents,
0

which represents the cumulative set of documents being pre-
sented for the user, i.e. the union of documents from the start
time O until time ¢. The rationale is that if the same documents
are presented for the user in different moments of time, they
are only added once in the U;. We define temporal precision
as:

Ut (relevant)

P=——.
© 7 Uy(retrieved)
It measures the proportion of relevant documents cumula-
tively shown to the user, compared to all documents cumu-
latively shown to the user until time point ¢. Similarly, the the
temporal recall is defined as:

R — Ut (relevant)
* 7 all relevant’
which measures the proportion of relevant documents cumu-
latively shown for the user compared to all relevant docu-
ments in the system.

The temporal recall is expected to grow over time as users
are interacting with the system and viewing more documents,
and the temporal precision is expected to stay the same or in-
crease when users direct their search to more specific or more
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Aspect Question Mean (m) and
Standard
deviation(std)
Preference Provides adequate m=3.93 std=0.583
Elicitation way to express

preferences

Preference Revision Provides adequate m=3.70 std=0.952

support to revise

preferences
Interface Adequacy layout of the system m=4.48 std=0.750
is clear
Interaction Offered me useful m=3.73 std=0.828
Adequacy interaction options to

express my
information need

Ease of Decision I quickly became m=3.60 std=0.894
making productive by using
the system

Table 1. Summary of Results from the questionnaire based on ResQue
framework

general, yet relevant documents. The best way to evaluate a
system is to combine these measures to investigate how well
the system is able to balance between precision and recall.
The temporal F-measure is defined as:

2Pth

==
‘ P+ Ry

which is the harmonic mean of R; and P; up to the time point
t. These measures allow us to investigate how the precision—
recall tradeoff develops over time and compare systems in
task settings where users may use different queries at different
points of time to find broad sets of articles. For example, by
setting t = 60 seconds, we could investigate how many rele-
vant articles a user was able to collect during the first minute
of use by measuring R; and what proportion of the collected
articles were relevant by measuring P;.

EXPERIMENTAL RESULTS

In order to measure the usability of the RLR system, we eval-
uated the feedback provided by the participants of the Pre-
Experiment study. The RLR system received an average score
of 79.5 out of 100 (standard deviation = 15.36) in the SUS
questionnaire which shows that RLR is favored by the partic-
ipants. Another questionnaire, based on the ResQue frame-
work, consisted of questions addressing five different aspects
of recommender systems. Table 1 presents a summary of
the results, which show that the interface of the RLR system
provides adequate support for the users to express and revise
their preferences. Users also perceived the layout and the new
interaction options of the RLR system to be clear. Finally,
the users also indicated that with this system they performed
more productively than before.

The post-task interviews with the participants also provided
favorable results for the RLR system. The feature that re-
ceived positive feedback from the majority of subjects was in-
teractive keyword visualization, both in the exploratory view
and underneath each article. Some comments from the par-
ticipants were: “suggesting keywords make the system very
easy to use and identify related keywords that I didn’t know”,
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“visual search is awesome, seeing the centrality of the key-
words for the search from the circle”, “I like the option of see-
ing keywords and both (de-)selecting and weighting them”,
“the rich keyword selection option provides new cues, even
for the well known topics”, “keyword visualization is very
intuitive”. Some of the participants commented that even
though they like to see new keywords appearing after each
interaction they prefer to have a back button to return back to
the previously displayed keywords because sometimes key-
words change too fast: “I would like to have a back button
to go to previous results, so that I can try with new keywords
and need not to worry about missing previous research re-
sults”, “keyword view is changing too fast”. Some of the
participants liked the idea of performing fewer query alter-
ations and providing more visual feedback using the mouse:
“The fact that I could use the system only by using the mouse
made it easy. So there was no need to constantly re-type the
query”. However, some of the participants found it difficult
to judge documents without the citation count: “I am more
used to judge articles based on citation data”.

User Experiments Results

Table 2 shows the general system performance results from
the user studies. In all the assessed categories, i.e. relevance,
novelty and obviousness, the RLR system outperforms the
baseline in terms of temporal F-measure, i.e. the measure of
the quality of documents obtained throughout a search ses-
sion. Temporal recall in the RLR system outperforms the
baseline for all categories, while temporal precision in the
RLR setting is greater only for novelty and non-obviousness.
For temporal precision, the difference between the RLR sys-
tem and the baseline was only 3% (69% against 72%). The
RLR system beats the baseline in temporal F-measure due to
the fact that it provides much better temporal recall while not
sacrificing temporal precision.

The last row in Table 2 shows the numbers of relevant, novel,
and obvious documents, as judged by the experts. These
counts are derived from all the articles retrieved during all
search sessions. Despite each experiments lasting the same
amount of time, the RLR system provided the users with ac-
cess to a much larger set of documents as users performed
significantly more actions compared with the baseline sys-
tem. With respect to obviousness, the number of articles dis-
played by both systems is not significantly different. Thus,
the study indicates that both systems provide users with ac-
cess to the most common, i.e. obvious, documents in a given
research field, however, the RLR system exposes users to a
higher number of relevant and novel articles that could not be
easily found with a simple query-based search.

Relevance Novelty Obviousness

System RLR BL |RLR BL |RLR BL
F-measure | 0.25 0.15] 0.18 0.09 | 0.22 0.20
Precision | 0.69 0.72 | 0.40 0.33 | 0.26 0.34
Recall 0.15 0.09 | 0.12 0.05 | 0.20 0.17

g of Articles | 882 522 | 570 228 | 253 223

Table 2. Comparison of the performance of the RLR system and the
baseline system (BL).
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Search Performance

Figure 5 presents all the measures with respect to relevance.
Figure 5a shows how temporal precision measure evolves as
the search progresses. The RLR system is mildly outper-
formed by the baseline with the gap between systems shrink-
ing over time. At the same time, the RLR system’s tempo-
ral recall increases much faster than the baseline after 200
seconds and at the end of the search session reaches a much
higher value (Figure 5b). The temporal F-measure shows how
good the system is in balancing between these measures by
taking their harmonic mean. The RLR’s impressive tempo-
ral recall and similar performance with respect to temporal
precision explains why the system outperforms the baseline
in temporal F-measure after 200 seconds. We would like to
stress the fact that within the first 200 seconds, the users on
average preformed only one search iteration using the RLR
system and spent a lot of time looking at the presented docu-
ments and keywords. Thus, the users do not need to wait for
over 3 minutes for the RL techniques to take effect since the
user model is instantiated right after the first search iteration.

An interesting finding is that in the first few minutes, the
baseline performs slightly better than the RLR system. The
same effect can be seen in Figures 6a and 6b with temporal F-
measure with respect to novelty and obviousness. The base-
line initially outperforming the RLR system with respect to
obviousness is illustrated in Figure 6b. As the search begins,
the baseline outperforms the RLR system, however, after a
few minutes the average temporal F-measure of the baseline
drops below that of the RLR system. A possible explana-
tion is that at the beginning of the search, the users work-
ing with the baseline can easily create queries resulting in
a large number of frequent or obvious documents. As the
search progresses and the users need to think of more specific
queries, temporal recall of relevant or obvious documents
drops. However, when reinforcement learning is employed to
build a user model, the user is able to direct the search more
efficiently while at the same time preserving the search con-
text. This helps users to preserve the precision of documents,
but at the same time gain relevant documents faster than the
baseline. We attribute this to the combination of user mod-
eling and document diversification that allows users to better
interact with the system and obtain a wider set of documents.

User Interaction

Users of the RLR system performed significantly more itera-
tions (on average 14.7) than users of the baseline (on average
8) within the same time restrictions, which indicates that the
RLR system allows the user to direct the search more eas-
ily through the displayed keywords, resulting in a high rate
of interactions as the search progresses. As Figure 6¢ shows,
at each iteration the system recommends new keywords to the
user, which the user manipulates. The graph indicates that the
keywords displayed and manipulated over time in the RLR
system indeed support the users in directing their search and
the users do take advantage of this opportunity.

SUMMARY AND CONCLUSIONS
To support users in directing the exploration of the informa-
tion space during search, we developed an interactive infor-
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average cumulative number of keywords displayed and manipulated with the RLR system over the search session.

mation retrieval system that applies RL to user feedback on
keywords. Besides writing queries, users can explore the in-
formation space by manipulating keywords on a display scor-
ing them for interest. Such interactions result in predictions
of new keywords and documents matching the user inter-
est at the current iteration of retrieval. To achieve this, we
developed three components: (1) Information Retrieval and
Ranking, (2) Keywords Exploration, and (3) Document Di-
versification. The Information Retrieval and Ranking com-
ponent allows fast ranking given the user model where only
the top-ranked documents and document features are used as
the context for the more advanced learning. The explicit user
feedback is sent to Keywords Exploration that produces a list
of keywords with weights which are passed on to the Infor-
mation Retrieval and Ranking module as a user model esti-
mation. The Document Diversification module is responsi-
ble for determining the set and order of documents that are
passed on to the document list shown to the user. Our interac-
tive information retrieval system is novel in the way that RL
is applied not to feedback on documents but on higher-level
features such as keywords. We carried out simulations to ver-
ify that RL should be applied to both Keywords Exploration
and Document Diversification. A pre-experiment study con-
firmed that the system was functional and that users found
it usable for exploration during search. Finally, we designed
and carried out a task-based experiment comparing our sys-
tem with a baseline query based system that did not offer user
modeling, exploratory view or diversification. To be able to
compare the performance of the two systems, we re-defined
precision, recall and F-measures to take into account the fact
that users perform several, and varying amount of different
queries and interactions over time during a search session.
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In all the categories assessed during the study, i.e. relevance,
novelty and obviousness, our system outperforms the base-
line in terms of the temporal F-measure, that is a measure of
the quality of documents obtained through the search session.
Analyzing differences in recall and precision in different cat-
egories, the results show that the RLR system provides much
better temporal recall while not sacrificing the temporal pre-
cision, keeping it approximately the same or a bit better. The
RLR system exposes users to a higher number of relevant and
novel articles that could not be easily found with a simple
query-based search system, but still gives access to the com-
mon ones. We further analyzed the temporal performance and
user interaction finding evidence of how RLR supports users
in directing search. When analyzing the performance over
time, the F-measure for obviousness is better at the beginning
for the baseline system while it becomes better for RLR only
when RL is used to build a user model and the user is able
to direct the search more efficiently. More importantly, the
ability of users to direct search is emerging from the fact that
users do score positively keywords recommended by RLR.
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