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Basic Probability Theory

A probability space is a triple (, E, P) with

• a set  of elementary events (sample space),

• a family E of subsets of  with E which is closed under

, , and  with a countable number of operands

(with finite  usually E=2), and

• a probability measure P: E  [0,1] with P[]=1 and

P[i Ai] = i P[Ai] for countably many, pairwise disjoint Ai
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Probabilities of events

Properties of P:

P[A] + P[A] = 1

P[A  B] = P[A] + P[B] – P[A  B]             

P[] = 0 (null/impossible event)

P[ ] = 1 (true/certain event)
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Independence of events

• Two events 𝐴 and 𝐵 are independent if 

𝑝 𝐴 ∩ 𝐵 = 𝑝 𝐴 𝑝 𝐵

• Conditional probability: For two events 𝐴 and 𝐵 with 𝑝 𝐵 > 0, the 

probability of 𝐴 conditioned on 𝐵 is 𝑝 𝐴 𝐵 =
𝑝 𝐴∩𝐵

𝑝 𝐵
.
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Random variable

• A random variable 𝑋 is a function 𝑋:Ω → 𝑅.

• Pr 𝑋 = 𝑎 =  𝑠∈Ω:𝑋 𝑠 =𝑎 𝑝(𝑠) .

• Two random variables 𝑋 and 𝑌 are independent if 

Pr 𝑋 = 𝑎 ∧ 𝑌 = 𝑏 = Pr 𝑋 = 𝑎 Pr 𝑌 = 𝑏 .
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Expectation

• Expectation: 

𝐄 𝑋 =  𝑠∈Ω𝑝 𝑠 𝑋(𝑠)

=  𝑖∈Range(𝑋) 𝑖 ⋅ Pr[𝑋 = 𝑖]

• Linearity of expectation:

𝐄  𝑖𝑋𝑖 =  𝑖 𝐄 𝑋𝑖

no matter whether 𝑋𝑖’s are independent or not.



www.helsinki.fi

variance

• The variance of 𝑋 is 

𝐕𝐚𝐫 𝑋 = 𝐄 𝑋 − 𝐄 𝑋 2 = 𝐄 𝑋2 − 𝐄 𝑋 2

• The standard deviation of 𝑋 is 

𝜎 = 𝐕𝐚𝐫 𝑋
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Concentration and tail bounds

• In many analysis of randomized algorithms, we need to study how 

concentrated a random variable 𝑋 is close to its mean 𝐸[𝑋]. 

• Many times 𝑋 = 𝑋1 +⋯+ 𝑋𝑛.

• Upper bounds of 

Pr[𝑋 deviates from 𝐸[𝑋] a lot]

is called tail bounds.
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Markov’s Inequality: when you only know 

expectation

• [Thm] If 𝑋 ≥ 0, then 

𝐏𝐫 𝑋 ≥ 𝑎 ≤
𝐄 𝑋

𝑎
.

In other words, if 𝐸[𝑋] = 𝜇, then

𝐏𝐫 𝑋 ≥ 𝑘𝜇 ≤
1

𝑘
.
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Chebyshev’s Inequality: when you also 

know variance

• [Thm] 𝐏𝐫 |𝑋 − 𝐄 𝑋 | ≥ 𝑎 ≤
𝐕𝐚𝐫 𝑋

𝑎2 .

In other words, 

𝐏𝐫 |𝑋 − 𝐄 𝑋 | ≥ 𝑘 ∙ 𝐕𝐚𝐫[𝑋] ≤
1

𝑘2.
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Chernoff’s Bound

• [Thm] Suppose 𝑋𝑖 =  
1 with prob. 𝑝
0 with prob. 1 − 𝑝

and let 

𝑋 = 𝑋1 +⋯+ 𝑋𝑛. 

Then 

𝐏𝐫 |𝑋 − 𝜇| ≥ 𝛿𝜇 ≤2 𝑒−𝛿
2𝜇/3,

where 𝜇 = 𝑛𝑝 = E 𝑋 .
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Some basic applications: coin tossing

• A fair coin

• 𝑓(𝑥) = 0: with probability 1/2

• 𝑓(𝑥) = 1: with probability 1/2

• Repeatedly toss the coin, Let Sn be the number of heads from the first 

n tosses.

• E(Sn) = n/2, Var(Sn)= n/4

• E(Sn/n) = 1/2, Var(Sn/n)= 1/(4n)
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Some basic applications: coin tossing

• In terms of Chebyshev’s inequality 

• P(|
Sn

𝐧
− 1/2| ≥ ε ) ≤ 1 / (4n ε2)

• For example P(|
Sn

𝐧
− 1/2| ≥ 1/4 ) ≤ 4 /n

• But if we use Chernoff bound, E(Sn) = n/2

• 𝐏𝐫 |Sn − n/2 | ≥ 𝛿𝑛/2 ≤2 𝑒−𝛿
2𝑛/6,

• Taking 𝛿 = ½ , 𝐏𝐫 |Sn/𝑛 − 1/2 | ≥ 1/4 ≤2 𝑒−𝛿
2𝑛/6 = 2𝑒−𝑛/24.

•
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