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Computational Health Informatics in the Big Data Age: A Survey
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The explosive growth and widespread accessibility of digital health data have led to a surge of research
activity in the healthcare and data sciences fields. The conventional approaches for health data management
have achieved limited success as they are incapable of handling the huge amount of complex data with high
volume, high velocity, and high variety. This article presents a comprehensive overview of the existing
challenges, techniques, and future directions for computational health informatics in the big data age, with
a structured analysis of the historical and state-of-the-art methods. We have summarized the challenges
into four Vs (i.e., volume, velocity, variety, and veracity) and proposed a systematic data-processing pipeline
for generic big data in health informatics, covering data capturing, storing, sharing, analyzing, searching,
and decision support. Specifically, numerous techniques and algorithms in machine learning are categorized
and compared. On the basis of this material, we identify and discuss the essential prospects lying ahead for
computational health informatics in this big data age.
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1. INTRODUCTION

Computational health informatics is an emerging research topic within and beyond
the medical industry. It is a multidisciplinary field involving various sciences such as
biomedical, medical, nursing, information technology, computer science, and statistics.
Using Information and Communication Technologies (ICTs), health informatics collects
and analyzes the information from all healthcare domains to predict patients’ health
status. The major goal of health informatics research is to improve Health Care Output
(HCO) or patients’ quality of care [Herland et al. 2014]. The healthcare industry has
experienced rapid growth of medical and healthcare data in recent years. Figure 1
depicts the growth of both healthcare data and digital healthcare data. As shown in
Figure 1(a), the U.S. healthcare data alone reached 150 exabytes (1018) in 2011 and it
will exceed the zettabyte (1021) and the yottabyte (1024) in the near future [Raghupathi
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Fig. 1. Healthcare data growth.

and Raghupathi 2014]. It is projected that the healthcare data analytics market will
increase and grow 8 to 10 times as fast as the overall economy until 2017 [Perez 2013].

The rapid growth of novel technologies has led to a significant increase of digital
health data in recent years. More medical discoveries and new technologies such as mo-
bile apps, capturing devices, novel sensors, and wearable technology have contributed
to additional data sources. Therefore, the healthcare industry produces a huge amount
of digital data by utilizing information from all sources of healthcare data such as
Electronic Health Records (EHRs, including electronic medical records) and Personal
Health Records (PHRs, one subset of EHRs including medical history, laboratory re-
sults, and medications). Based on reports, the estimation of digital healthcare data
from all over the world was almost 500 petabytes (1015) in 2012, and it is expected to
increase and reach 25 exabytes in 2020, as shown in Figure 1(b) [Sun and Reddy 2013].

The digital health data is not only enormous in amount, but also complex in its
structure for traditional software and hardware. Some of the contributing factors to
the failure of traditional systems in handling these datasets include:

—The vast variety of structured and unstructured data such as handwritten doc-
tor notes, medical records, medical diagnostic images (magnetic resonance imaging
(MRI), computed tomography (CT)), and radiographic films [Feldman et al. 2012]

—Existence of noisy, heterogeneous, complex, longitudinal, diverse, and large datasets
in healthcare informatics [Sun and Reddy 2013]

—Difficulties to capture, store, analyze, and visualize such large and complex datasets
—Necessity of increasing the storage capacity, computation power, and processing

power [Roy 2015]
—Necessity of improving medical issues such as quality of care, sharing, security of

patients’ data, and the reduction of the healthcare cost, which are not sufficiently
addressed in traditional systems [Cottle et al. 2013]

Hence, solutions are needed in order to manage and analyze such complex, diverse,
and huge datasets in a reasonable time complexity and storage capacity. Big data
analytics, a popular term given to datasets that are large and complex, play a vital
role in managing the huge healthcare data and improving the quality of healthcare
offered to patients. In addition, it promises a bright prospect for decreasing the cost of
care, improving treatments, reaching more personalized medicine, and helping doctors
and physicians to make personalized decisions. Based on the definition by Gartner
[2014], big data is “high-volume, high-velocity and high-variety information assets
that demand cost-effective, innovative forms of information processing for enhanced
insight and decision-making.” Healthcare data definitely falls into the scope of big
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data. Based on the estimation of a survey by the McKinsey Global Institute, the value
created by healthcare analytics could be more than $300 billion every year [Manyika
et al. 2011].

Big data in health informatics is a collection of technologies, tools, and techniques
that manage, manipulate, and organize large, diverse, and complex datasets in order
to ameliorate the quality of patients’ status. Finally, the major benefits of big data in
health informatics are as follows: First, it makes use of the huge volume of data and
provides timely and effective treatment to patients. Second, it provides personalized
care to patients. Third, it will utilize all the medical system components including
patient, payer, provider, and management [Sun and Reddy 2013].

1.1. Three Scenarios of Big Data in Health Informatics

Today, the healthcare industry is turning to big data technology to improve and man-
age medial systems. For this purpose, healthcare companies and organizations are
leveraging big data in health informatics. What follows is a description of a selection
of big data scenarios demonstrating its application and importance in the healthcare
informatics and in the treatment of current medical issues.

(1) High-risk and high-cost patient management
According to the National Health Expenditure Projections 2013, the rate of health

spending is anticipated to grow at 5.7%, which is faster than the expected annual
growth. The cost of healthcare, or rather, health spending, in the United States
is much higher ($2.5 trillion in 2009) than other developed countries [Bates et al.
2014]. Approximately half of all this spending is related to 5% of patients. Therefore,
high-risk and high-cost patients need to be identified and managed carefully and
effectively. Bates et al. [2014] address the issue of high-cost patients using big
data solutions. Several factors have been considered to reduce cost and improve
the prediction of high-risk patients. They also suggest that analytic systems using
large data from high-risk patients are needed in order to develop predictive models.

(2) Risk-of-readmission prediction
One of the extremely challenging subjects in healthcare informatics is developing

solutions for risk prediction. Predicting risk of readmission or rehospitalization
has attracted attention as a solution to reduce costs and make quality of care
better. However, predicting readmissions is complex because it involves a variety
of factors such as health conditions, disease parameters, and hospital care quality
parameters [Zolfaghar et al. 2013]. Recently, IBM big data analytics have been used
in the University of North Carolina (UNC) healthcare system to help reduce costly
and preventable readmissions [IBM 2015a]. For this purpose, Natural Language
Processing (NLP) is utilized to extract key elements from unstructured data, such
as notes and reports. In addition, a number of studies have been done using big data
solutions for predicting risk of readmission. For instance, Zolfaghar et al. [2013]
developed big data-driven solutions for both information extraction and predictive
modeling to predict 30-day risk of readmission for congestive heart failure incidents.

(3) Mobile health for lifestyle recommendation
Today, ubiquitous and personalized mobile technology offers a great platform

for achieving faster, cheaper, and more accessible healthcare [Cotman et al. 2007].
For example, it frequently provides a patient’s information, behaviors, and health
status. Moreover, doctors can monitor a patient’s status including heart rate, blood
pressure level, and sleep patterns using new mobile technology [Byrnes 2014].
However, effective management of this huge inflow of mobile-generated data calls
for the implementation of a big data solution. Therefore, healthcare organizations
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leverage big data solutions to manage all of the health information, improve care,
and increase access to healthcare.

1.2. Related Work

To date, various research studies have been done using big data tools and approaches in
health informatics focusing on biomedical [Raghupathi and Raghupathi 2014; Feldman
et al. 2012; Costa 2014; White 2014] and computational aspects [Herland et al. 2014;
Merelli et al. 2014; Yoo et al. 2012; Herland et al. 2013], respectively.

In Raghupathi and Raghupathi [2014], an overview of big data in health informat-
ics is provided. The paper emphasizes the various characteristics and advantages of
big data in the following areas: clinical operations, public health, genomic analytics,
remote monitoring, and so on. In addition, some tools and platforms for big data are
listed. Finally, it concludes that big data in health informatics improves outcomes while
reducing costs. Costa [2014] discusses the major improvements achieved in combining
omics (which refers to different fields of study in biology such as genomics, proteomics,
and metabolomics) and clinical health data for personalized medicine applications. In
that article, the challenges associated with using big data in biomedicine and trans-
lational science are reviewed. Feldman et al. [2012] introduce readers to big data and
its necessity in the healthcare landscape. By interviewing a number of companies in
the emerging healthcare big data ecosystem, they researched the role of big data in
health informatics. The main effort of this research is providing a general overview of
big data in health informatics and reflecting the ways big data could help healthcare
by grouping different companies and organizations using big data analytics.

Most popular surveys of big data in health informatics have concentrated on biomedi-
cal aspects of big data, while a smaller percentage of papers focus on the computational
perspective. Herland et al. [2014] discuss various studies being done in Health Infor-
matics branches using big data based on subfields such as bioinformatics, public health
informatics, and neuroinformatics. The main focus of this survey is on recent research
using big data methods to gather health informatics data at a few levels such as the
molecular, tissue, and population levels. Various data mining methods are discussed
in all the aforementioned levels. However, the survey is not categorized based on com-
putational and big data approaches and only emphasizes a few healthcare examples.
Merelli et al. [2014] discuss some technological aspects related to big data in health in-
formatics including architectural solutions for big data, parallel platforms for big data,
approaches for data annotation, data access measures, and security for biomedical data.
Many technological issues still remain, such as data capturing, feature analyzing, and
machine-learning algorithms, to name a few.

Several machine-learning and data mining algorithms have been used in health
informatics. A brief overview of different data mining methods applied for association,
classification, and clustering is presented in Yoo et al. [2012]. However, this article does
not deal with big data aspects of data mining approaches in health informatics.

1.3. Contributions and Organization of This Article

This survey provides a structured and extensive overview of computational methods
of big data in medical and health informatics. Most existing surveys on big data in
health informatics only focus on high-level biomedical policies without comprehensive
explanation of processing steps. In contrast, this survey offers a focused overview on the
computational approaches for big data by expanding the study in several directions of
health informatics processing. It explains the entire process from scratch and presents
a comprehensive pipeline that discusses every processing step from capturing raw data
to clinical diagnosis.
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Fig. 2. Four Vs of big data.

The ultimate goal of this survey is to connect big data and health informatics com-
munities. The primary emphasis is on computational aspects of big data in health
informatics, which includes challenges, current big data mining techniques, strengths
and limitations of current works, and an outline of directions for future work.

This survey is organized into three parts: challenges, processing pipeline of health-
care informatics, and future directions. In Section 2, different examples of challenges
and opportunities related to big data in health informatics are provided. In addition,
the four dimensions (Vs) of big data including volume, velocity, variety, and veracity
are presented. Section 3 discusses the pipeline of health informatics computational
processing. In Section 3.1, several capturing methods for gathering healthcare data
are described. Ways of storing data and sharing it with other systems in the whole
world are presented in Sections 3.2 and 3.3, respectively. Section 3.4 covers analyzing
data, which includes preprocessing, feature extraction/selection, and machine-learning
approaches. The remainder of Section 3, 3.5 and 3.6, present searching approaches and
decision support methods, respectively. Finally, Section 4 explores the potential direc-
tions for future works based on big data’s challenges.

2. CHALLENGES AND OPPORTUNITIES

The challenges of big data in health informatics could be generally described as the
“4Vs”: volume, variety, velocity, and veracity. It is overwhelming and challenging to deal
with large volumes of healthcare data because of not only the diverse data sources but
also the speed for generating and processing those data, not to mention the examination
and verification of them, such as the quality and legitimacy [Feldman et al. 2012]. The
four Vs characterize the essential properties of big data in health informatics (as shown
in Figure 2).

2.1. Volume

With the fast development of information technology and medical devices, the world
has been witnessing an exponential growth of healthcare data, whose quantity can
no longer be measured in terabytes but ought to be described in zettabytes or even
yottabytes. According to Health Catalyst [Crapo 2014], healthcare firms with over
1,000 employees store over 400 terabytes of data per firm (reported in the year of
2009), which qualifies healthcare as a high-data volume industry, despite the real-time
streams of web and social media data.
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Contributing to the huge volume of healthcare data are various sources of data, from
traditional personal medical records and clinical trial data to new types of data such
as various sensor readings and 3D imaging [Feldman et al. 2012] (Section 3.1 provides
a summarization of the data sources). Recently the proliferation of wearable medical
devices has significantly added fuel to the healthcare data. Those devices are able to
continuously monitor a series of physiological information, such as biopotential, heart
rate, blood pressure, and so forth [Hung et al. 2004].

The high volume of healthcare data creates a big challenge, the desire for scalable
storage and support for distributed queries across multiple data sources. Specifically,
the challenge is being able to locate and mine specific pieces of data in an enormous,
partially structured dataset. Many advanced data management techniques such as
virtualization and cloud computing have been widely studied and experimented in
industrial companies. Those proposed platforms are capable of manipulating large
volumes of data virtually or geographically distributed on multiple physical machines,
enabling the universal sharing of information.

2.2. Variety

Healthcare data could be characterized by the variety of sources and the complexity of
different forms of data. Generally, healthcare data could be classified into unstructured,
structured, and semistructured.

Historically, most unstructured data usually come from office medical records, hand-
written notes, paper prescriptions, MRI, CT, and so on. The structured and semistruc-
tured data refers to electronic accounting and billings, actuarial data, laboratory in-
strument readings, and EMR data converted from paper records [Feldman et al. 2012].

Nowadays, more and more data streams add variety to healthcare information, both
structured and unstructured, including intelligent wearable devices, fitness devices, so-
cial media, and so on. The challenge lies in the seamless combination of old-fashioned
and new forms of data, as well as the automatic transformation between the structured
and unstructured data, which relies on effective distributed processing platforms and
advanced data mining and machine-learning techniques. Leveraging heterogeneous
datasets and securely linking them have the potential to improve healthcare by iden-
tifying the right treatment for the right individual.

2.3. Velocity

The increase in the volume and variety of healthcare data is highly related to the
velocity at which it is produced and the speed needed to retrieve and analyze the data
for timely decision making.

Compared with relatively static data such as paper files, x-ray films, and scripts, it
is gradually becoming more important and challenging to process a real-time stream,
such as various monitoring data, accurately and in a timely manner, in order to provide
the right treatment to the right patient at the right time [Feldman et al. 2012]. A
concrete example can be found in the prevalence of wearable monitoring devices, which
provide continuous and ever-accumulated physiological data. Being able to perform
real-time analytics on continuous monitoring data could help predict life-threatening
pathological changes and offer appropriate treatment as early as possible.

The high velocity of healthcare data poses another big challenge for big data ana-
lytics. Although the traditional Database Management Systems (DBMS) is reported to
perform well on large-scale data analysis for specific tasks [Pavlo et al. 2009], it sim-
ply cannot catch up with the pace of high-velocity data, not to mention the limitation
of flexibility when facing multilevel nesting and hierarchies in data structures with
high volatility, which is a common property for healthcare data. This situation creates
an opportunity for introducing high-velocity data processing tools. An initial attempt
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includes the utilization of the Hadoop platform for running analytics across massive
volumes of data using a batch process. More recently, industrial practices have approved
the convergence of traditional relational databases and key-value stores. Spanner
[Corbett et al. 2013], Google’s globally distributed database, is an example that provides
high consistency and availability.

2.4. Veracity

Coming from a variety of sources, the large volume of healthcare data varies in its
quality and complexity. It is not uncommon that the healthcare data contains biases,
noise, and abnormalities, which poses a potential threat to proper decision-making
processes and treatments to patients.

High-quality data can not only ensure the correctness of information but also reduce
the cost of data processing. It is highly desirable to clean data in advance of analyzing
it and using it to make life-or-death decisions. However, the variety and velocity of
healthcare data raise difficulties in generating trusted information. There are mainly
two types of data quality problems depending on the causes. The first type is primarily
due to IT issues (e.g., data management, audit, error reporting, and compliance). The
second type reveals the underlying veracity of the data (i.e., the truthfulness, relevance,
and predictive value) [Feldman et al. 2012]. It is the second type that is of greater
importance and is a bigger challenge, which potentially could be handled by using big
data analytic tools.

The biggest challenge is determining the proper balance between protecting the
patient’s information and maintaining the integrity and usability of the data. Robust
information and data governance programs will address a number of these challenges.
As Techcrunch [2014] points out, “while today we rely on the well-trained eye of the
general practitioner and the steady hand of the surgeon, tomorrow’s lifesavers will be
the number-crunching data scientists, individuals with only a passing understanding
of first aid.”

2.5. Opportunities

Except for the “4Vs” that are most familiar to the readers, there are other emerging
issues to be considered, such as the validity and the volatility of big data in health
informatics. While validity is concerned with the correctness and accuracy of data,
volatility refers to how long the data would be valid and should be kept for. All of these
big data characteristics (including all Vs) offer great challenges to big data analytics
in healthcare. At the same time, these very same challenges bring unprecedented
opportunities for introducing cutting-edge technologies to make sense out of a large
volume of data and provide new insights for improving the decision-making process
in near real time. The enormous scale and diversity of temporal-spatial healthcare
data have created unprecedented opportunities for data assimilation, correlation, and
statistical analysis [Reed and Dongarra 2015].

By utilizing parallel computing platforms, various models and visualization tech-
niques could be applied to accommodate the characteristics of big data analytics and
take the most advantage of it. The following are some concrete examples of oppor-
tunities that are to be explored [Manyika et al. 2011; IBM 2012; Raghupathi and
Raghupathi 2014; Priyanka and Kulennavar 2014; Issa et al. 2014; White 2014; Reed
and Dongarra 2015]:

—Personalized care: Create predictive models to leverage personalized care (e.g., ge-
nomic DNA sequence for cancer care) in real time to highlight best-practice treat-
ments for patients [Issa et al. 2014]. These solutions may offer early detection and
diagnosis before a patient develops disease symptoms.
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Fig. 3. Health informatics processing pipeline.

—Clinical operations: Conduct a comparative study to develop better ways for diagnos-
ing and treating patients, such as mining large amounts of historical and unstruc-
tured data, looking for patterns, and model various scenarios to predict events before
they actually happen [Issa et al. 2014; White 2014].

—Public health: Turn big healthcare data from a nationwide patient and treatment
database into actionable information for timely detection and prevention of infec-
tious diseases and outbreaks, thus benefiting the whole population [Raghupathi and
Raghupathi 2014].

—Genomic analytics: Add genomic analysis to the traditional healthcare decision-
making process by developing efficient and effective gene sequencing technologies.
Utilize high-throughput genetic sequencers to capture organism DNA sequences and
perform genome-wide association studies (GWASs) for human disease and human
microbiome investigations [Reed and Dongarra 2015].

—Fraud detection: Analyze a large amount of claim requests rapidly by using a dis-
tributed processing platform (e.g., MapReduce for Hadoop) to reduce fraud, waste,
and abuse, such as a hospital’s overutilization of services, or identical prescriptions
for the same patient filled in multiple locations [Raghupathi and Raghupathi 2014;
White 2014].

—Device/remote monitoring: Capture and analyze continuous healthcare data in huge
amounts from wearable medical devices both in the hospital and at home, for moni-
toring of safety and prediction of adverse events [Raghupathi and Raghupathi 2014].

3. HEALTH INFORMATICS PROCESSING PIPELINE

A mature computing framework of big data in health informatics involves a sequence
of steps that constitute a comprehensive health informatics processing pipeline. Each
step in the pipeline plays a critical role in rendering qualified and valuable outcomes of
big data analytics. Specifically, the capturing, storing, and sharing of big data prepare
appropriate input for the subsequent analyzing procedure, where various analytical
approaches are applied to explore meaningful patterns from healthcare big data for
making timely and effective decisions. This section will discuss the pipeline (as shown
in Figure 3) in detail.

Since this is a survey article aiming at introducing the state of the art of health
informatics in big data to the broad audience, the details of each part can be found in
the references.
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Table I. Healthcare Data Types and Sources

Data Type Examples
Structured/

Unstructured Data Format
Human-generated
data

Physicians’ notes, email, and
paper documents

Structured &
unstructured

ASCII/text

Machine-generated
data

Readings from various
monitoring devices

Structured &
unstructured

Relational tables

Transaction data Billing records and healthcare
claims

Semistructured &
structured

Relational tables

Biometric data Genomics, genetics, heart rate,
blood pressure, x-ray,
fingerprints, etc.

Structured &
unstructured

ASCII/text, images

Social media data Interaction data from social
websites

Unstructured Text, images, videos

Publications Clinical research and medical
reference material

Unstructured Text

3.1. Capturing

The discovery and utilization of meaningful patterns in data have helped to drive the
success of many industries. However, the usage of analytics to improve outcomes in the
healthcare industry has not gained as much traction due to the difficulty of collecting
large and complex datasets, which is the very first step of big data analytics. Without
the ability to capture big data, healthcare providers are unable to utilize analytics to
improve outcomes.

Big data in health informatics are characterized by a variety of sources (from both
internal and external points of view), diverse formats (such as flat files and database
records), and different locations (either physically distributed machines or multi-
ple sites) [Feldman et al. 2012]. The various sources and data types are listed in
Table I [Cottle et al. 2013; Priyanka and Kulennavar 2014].

Recently, the introduction of EHRs to U.S. hospitals led the healthcare industry
into a new, high-tech age, with a high potential for the use of analytics to improve
outcomes. The EHR is well known for its benefits of delivering standardized medi-
cal records and improving patient care with reduced errors and costs. With the EHR,
healthcare providers are able to access information about individual patients or popu-
lations, including demographics, medical history, laboratory test results, and personal
statistics [Tippet 2014].

Taking advantage of big data means quickly capturing high volumes of data gen-
erated in many different formats with dynamic structures. However, there are issues
like latency and scalability. Low latency is a highly desired property for stream pro-
cessing as a big data technology, while scaling data integration is critical for adapt-
ing to the high-volume and high-velocity nature of big data. Apache Hadoop coupled
with existing integration software and the Hadoop Map/Reduce framework could pro-
vide the computing environment for parallel processing. More recently, Hadoop Spark
[Zaharia et al. 2010], a successor system that is more powerful and flexible than Hadoop
MapReduce, is getting more and more attention due to its lower-latency queries, it-
erative computation, and real-time processing. Storm1 is another scalable and fast
distributed framework with a special focus on stream processing.

3.2. Storing

New technologies and the move to EHR are creating massive amounts of healthcare
data with increased complexity, from various types of diagnostic images to physicians’

1https://github.com/nathanmarz/storm.

ACM Computing Surveys, Vol. 49, No. 1, Article 12, Publication date: June 2016.

https://github.com/nathanmarz/storm


12:10 R. Fang et al.

notes, laboratory results, and much more. It is essential to provide efficient solutions
for cost-effective storage and management. More specifically, there are several critical
properties for a desired healthcare data storage and management system [NetApp
2011b]:

—High availability: It is desirable for healthcare staff to access records quickly, se-
curely, and reliably anywhere, anytime. Reliable and rapid retrieval of patients’
information saves valuable time for physicians and enables them to make responses
and deliver immediate care, which can mean the difference between life and death.

—High scalability: Healthcare data storage requirements can easily reach tens or
hundreds of terabytes, or even petabytes, considering annual enterprise storage
needs. To accommodate this explosive growth of data, the storage platforms should
be incrementally scalable.

—Cost-effective: Storing and managing a high volume of healthcare data could be re-
dundant and complex. An efficient storage infrastructure should reduce the cost and
complexity and provide protection to the data without compromising performance.

Databases are the basic components of a storage infrastructure. In general, there are
a number of storage options for analyzing big data. Compared with the traditional Rela-
tional DataBase Management Systems (RDBMS), the analytical RDBMSs can scale to
handle big data applications. However, they are more appropriate for structured data.
Hadoop technology expands the opportunity to work with a broader range of content
with the Hadoop Distributed File System (HDFS) and the Map/Reduce programming
framework [He et al. 2013]. Depending on what you are analyzing, the options vary.
For example, Hadoop storage options are often associated with polystructured data
such as text, while NoSQL databases are more appropriate for data with a multitude
of representations [Madaan et al. 2013].

As mentioned earlier, electronic images and reports are among the major sources of
healthcare big data. To accommodate the special needs of storing and managing these
types of data, the technology of the Picture Archiving and Communication System
(PACS) is developed, which has the advantages of economical storage and convenient
access [Cooke Jr et al. 2003]. With the emergence and advancement of big data ana-
lytics in healthcare, many industrial companies have provided enterprise-level solu-
tions for storing and management. For example, NetApp [2011a] provides EHR and
PACS solutions for reducing storage management and complexity, transforming clin-
ical workflows, and lowering the Total Cost of Ownership (TCO) of the data storage
environment. Moreover, Intel Distribution for Apache Hadoop software [Intel 2011] pro-
vides distributed computation frameworks to store, preprocess, format, and normalize
patients’ free-text clinical notes, which are generally difficult and time-consuming to
process and analyze. It achieves scalability by processing each patient’s information
separately and in parallel.

3.3. Sharing

After capturing patient and clinical data, the problem becomes how to securely ex-
change healthcare information with scientists and clinicians across a given health-
care organization over institutional, provincial, or even national jurisdictional bound-
aries [Crowne 2014]. There are a number of challenges associated with the sharing of
big data in health informatics, for example:

—The ad hoc use of a variety of data formats and technologies in different systems and
platforms

—The assurance of the controlled sharing of data by using secure systems

ACM Computing Surveys, Vol. 49, No. 1, Article 12, Publication date: June 2016.



Computational Health Informatics in the Big Data Age: A Survey 12:11

Cloud computing is one of the main reasons big data has been so ubiquitous in
recent years. By ensuring storage capacity, server management, network power, and
bandwidth utilities, cloud computing will help synchronize data storage with devices
so that all of the information being generated automatically streams into internal
systems, enabling the sharing of information. It means that security and management
will be centralized and made more effective. To summarize, cloud deployments share
common characteristics as follows [EMC 2011]:

—They involve an optimized or virtualized infrastructure, leverage the Internet for
shared access, and charge for use based on actual consumption.

—The hardware is distributed and fault tolerant, satisfying privacy and data security
requirements.

—They can enhance collaboration to mine patient and claims data.
—They allow a shared pool of computing and storage resources on a pay-as-you-go

basis.

A successive usage of the cloud platform in healthcare is the “PACS-on-demand”
systems. By storing and sharing medical images with cloud infrastructure, it reduces
the need to invest in IT capacity as well as allowing efficient and secure collaboration
with radiology specialists and affiliated practices [EMC 2011]. By using the cloud
platform, it enables data sharing between healthcare entities (such as providers and
payers), which often have disparate data systems that are unable to bring together
different types of data to make healthcare decisions. The research society also discusses
secure sensitive data sharing on big data platforms, which will help enterprises reduce
the cost of providing users with personalized services and provide value-added data
services [Dong et al. 2015].

3.4. Analyzing

Data mining approaches have been widely used for analyzing healthcare data. The
major steps of the analyzing procedure, including preprocessing, feature extrac-
tion/selection, and machine learning, are addressed in the following sections.

3.4.1. Preprocessing. Real-world healthcare data is noisy, skewed, and heterogeneous
in nature. It is impractical to directly apply analytical algorithms to the raw healthcare
data due to its variety and complexity. Therefore, in order to improve data quality and
prepare them for further analysis, dealing with noise and missing values in large-scale
healthcare datasets through preprocessing becomes a necessity.

A typical healthcare data preprocessing procedure usually includes the following
steps depending on the source and format of the data [Banaee et al. 2013; Sow et al.
2013]:

—Data cleaning: This step involves the removal of noise in healthcare data, which
includes artifacts [Singh et al. 2011; Mao et al. 2012] and frequency noise in clinical
data [Sow et al. 2013]. For example, thresholding methods are used to remove incom-
pliant measurements [Fauci et al. 2008; Apiletti et al. 2009] and low-pass/high-pass
filtering tools are usually applied to remove frequency noise in sensor signals [Hu
et al. 2008; Frantzidis et al. 2010; Meng et al. 2013]. In Leema and Hemalatha [2011],
an improved version of the SURF technique is proposed to cleanse healthcare data
generated by Radio-Frequency Identification (RFID) readers.

—Missing value interpolation: Missing values may be caused by unintentional reasons
(e.g., sensor failures) or intentional reasons (e.g., transportation of patients) [Fialho
et al. 2012]. Usually, single missing values caused by sensor failures are interpolated
by its previous and following measurements [Apiletti et al. 2009]. Data missing
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for an intentional reason or because of irrelevancy to a current clinical problem is
considered nonrecoverable and thus deleted [Fialho et al. 2012].

—Data synchronization: Sensor data is reported at different rates with timestamps
based on their internal clocks [Sow et al. 2013]. However, the clocks across sensors
are often not synchronized. It is necessary to make reasonable assumptions and
derive alignment strategies to synchronize sensor data [Jané et al. 1991; Martinez
Orellana et al. 2013].

—Data normalization: This step is often required to cope with differences in the data
recording process [Sow et al. 2013]. For example, a daily heart rate may represent a
daily average heart rate or a measurement during a specific time range. Furthermore,
a normalization step is usually performed to transform the original feature set into
a comparable format by adopting and mapping standardized terminologies and code
sets.

—Data formatting: Each analytical approach (such as data mining algorithms) re-
quires data to be submitted in a specified format [Eapen 2004]. Therefore, there is
a necessity to transform the original healthcare data into machine-understandable
format. For example, the data should be stored in the Attribute-Relation File Format
(.ARFF format) and the data type of the attributes must be declared in a recogniz-
able manner in the WEKA tool [Hall et al. 2009]. Sometimes, a discretization process
should be carried out to convert the original numerical values to nominal ones for a
specific algorithm. It is worth mentioning that the discretization process may cause
information loss, and thus impact data quality. This is another challenge for big
healthcare data analysis.

Performing preprocessing for healthcare data is a challenging task, which requires
an efficient and effective big data framework. One of the solutions, the Hadoop plat-
form, is designed to store and process extremely large datasets [Zolfaghar et al. 2013].
To simulate a scalable data warehouse and make the data extraction process more ef-
fective, big data tools such as Hive [Thusoo et al. 2009] and Cassandra are coupled with
the MapReduce framework, built on top of Hadoop, to provide a powerful distributed
data management system with flexibility. Specifically, first raw healthcare data will be
stored as flat files on various nodes in Hadoop, which will later be loaded into a Hadoop
File System (HDFS). Later, Hive commands will be invoked to create appropriate tables
and develop schema to structurize the data to be queried.

3.4.2. Feature Extraction/Selection. The process of extracting and selecting a subset of
important and relevant features from a large set of measured data is called feature
selection, also known as attribute selection, or variable selection. In general, input data
may include redundant features, which can be transformed into a small set of relevant
features using dimensional reduction algorithms. By applying feature selection algo-
rithms, complex and large datasets that are computationally expensive and need large
amounts of memory are transformed to a small, relevant feature set with sufficient
accuracy. Medical big and high-dimensional data may cause inefficiency and low accu-
racy. To overcome this issue, many researchers utilize feature extraction algorithms in
healthcare informatics [Soliman et al. 2015].

Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), and In-
dependent Component Analysis (ICA) are the most commonly used algorithms for
dimension reduction and feature selection in the healthcare domain [Banaee et al.
2013]. In PCA, d-dimensional data is transformed into a lower-dimensional space to
reduce complexities. Pechenizkiy et al. [2004] evaluate several feature transformation
strategies based on PCA in healthcare diagnostics. Five medical datasets are used for
evaluating PCA feature transformation: diabetes, liver disorders, heart disease, thy-
roid gland, and breast cancer. Experimental results show that PCA is appropriate for
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Table II. Summary of Feature Extraction/Selection Algorithms in the Healthcare Informatics

Feature Extraction/
Selection Algorithm

Healthcare
Examples Pros Cons

PCA [Pechenizkiy
et al. 2004; Subasi and
Gursoy 2010]

diabetes, heart
disease, breast
cancer

simple, nonparametric,
spread-out data in the
new basis, useful in
unsupervised learning,
most used algorithm in
healthcare informatics

nonstatistical method,
difficult to interpret, linear
combinations of all input
variables

LDA [Subasi and
Gursoy 2010]

hepatitis
diagnosis,
coronary artery
disease

multiple dependent
variables, reduced error
rates, easier
interpretation

parametric method (assumes
unimodal Gaussian
likelihood), mean is the
discriminating factor not
variance, extremely sensitive
to outliers, produces limited
feature projections

ICA [Subasi and
Gursoy 2010]

heart disease,
genetic disease

finds uncorrelated and
independent components,
generalization

inappropriate for small
training data, permutation
and stability ambiguity

Tree based [Fialho
et al. 2012; Sun et al.
2014]

ICU
readmission,
EHR and MRI
datasets

graphical representation,
simple

traps to local optimum,
redundant features might be
selected

CFS [Hall 1999] breast, colon,
and prostate
cancer

fast, reduced error rate,
better results on small
datasets

ignores interaction with
classifier, less scalable

certain problems related to medical diagnostics. In Subasi and Gursoy [2010], the effect
of various statistical feature selection approaches such as PCA, LDA, and ICA on the
medical domain are discussed.

Fialho et al. [2012] apply a tree-based feature selection algorithm combined with a
fuzzy modeling approach to a large ICU database to predict ICU readmissions. The
tree search feature selection algorithm builds a tree to order all the possible feature
combinations. This approach appeals to clinicians due to its graphical representation
and simplicity. In this article, Sequential Forward Selection (SFS) and Sequential
Backward Elimination (SBE) [Mao 2004] are applied to the ICU datasets as a tree
search technique. Sun et al. [2014] also apply a greedy forward selection approach to
the EHR dataset. The proposed method includes a two-level feature reduction, which
selects predictive features based on Information Gain (IG). In every step, the best-
performing features from one concept combine with the features selected from the next
proper concept. The combination process will be continued until prediction performance
fails to improve. Although the greedy tree search approach is simple and easy to
interpret, it may get trapped at a local optimum [Fialho et al. 2012].

Correlation Feature Selection (CFS) is a measure that evaluates the merit of fea-
ture subsets based on the following hypothesis: “Good feature subsets contain features
highly correlated with the classification, yet uncorrelated to each other” [Hall 1999].
To predict 5-year life expectancy in older adult,s in Mathias et al. [2013], CFS com-
bined with greedy stepwise search is used as a feature selection strategy to find the
feature subset with the best average competency. Table II summarizes some feature
extraction/selection algorithms in healthcare informatics, as well as their pros and
cons.

Several feature selection algorithms dealing with big data have been recently pro-
posed. Unlike conventional feature selection algorithms, online learning, specifically
online feature selection, is suitable for large-scale real-world applications in such a
way that each feature is processed upon its arrival and each time the best feature set
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is maintained from all seen features [Li et al. 2013]. Yu et al. [2014] propose a Scal-
able and Accurate Online Approach (SAOLA) to select important features from large
datasets with high dimensionality. Using a sequential scan, the SAOLA overcomes
critical challenges in online feature selection, including computational cost of online
processing specifically for large datasets, which keeps growing. Tan et al. [2014] also
present a new feature selection method for extremely high-dimensional datasets on big
data. In this article, the problem is transformed to a convex Semi-Infinite Program-
ming (SIP) issue, which is solved by a new Feature Generating Machine (FGM). The
FGM repeatedly extracts the most relevant features using a reduced and primal form
of Multiple Kernel Learning (MKL) subproblem. The FGM is appropriate for feature
selection on big data due to its subproblem optimization, which involves a small subset
of features with reduced memory overhead.

3.4.3. Machine Learning. Machine learning is the study of computer science that ex-
plores the creation of algorithms that can automatically learn from data and improve
through experience. Nowadays, machine-learning techniques have been applied in a
variety of applications including audio processing, autonomous vehicle, and detection
of fraudulent credit card activity, to name a few [Mitchell 1997]. Computerization in
healthcare is growing day in and day out, which leads to complex and large medical
databases. Machine-learning algorithms are able to automatically manage such large
databases. A general overview of machine-learning techniques in healthcare informat-
ics is presented in the following.

Generally, machine-learning algorithms are subdivided into two categories: super-
vised learning (or predictive learning) and unsupervised learning (or descriptive learn-
ing) [Yoo et al. 2012]. In supervised learning, both input and their desired outputs
are presented to learn a general prediction rule that maps inputs to outputs. In other
words, prediction rules are acquired from training data to predict unseen data la-
bels. Classification and regression are the two major categories of supervised learning
studied in this survey. The classification algorithms surveyed in this article are as
follows: First, the decision tree is introduced. It is a simple and easy-to-implement
classifier, which is useful for physicians who want to easily understand and interpret
the classification results. However, it may not be applicable for very large datasets
with high-dimensional features due to its space limitation and overfitting problem.
Another classifier presented is Support Vector Machine (SVM), which is widely applied
on image-based classification and large medical datasets, in spite of its slow training
and expensive computational time. The Neural Network (NN) classifier is also pre-
sented, which has the same weaknesses as SVM, as well as its black-box nature and
difficulty in interpretation. Although the NN is broadly used for medical applications,
its modified version, called deep learning, has better capabilities in dealing with big
data issues such as volume and velocity. Deep learning algorithms are usually used
as classifiers in image-based medical research such as neuroimaging applications. In
addition, different types of sparse classifiers and ensemble algorithms are introduced
in the following sections, which are widely used in the big data medical datasets to
overcome imbalanced data and the overfitting problem, respectively. However, most
of these algorithms are computationally expensive and are not easy to interpret. The
regression algorithms, another type of supervised learning, are also widely used in
healthcare applications such as brain image analysis, CT scans of different organs,
and battery health monitoring.

In unsupervised learning, there are no labels, and the goal is to find the structure
of unknown input data by searching the similarity between records. Clustering is one
type of unsupervised learning approach. Three different types of clustering algorithms
are covered in this survey as follows: The partitioning algorithm is presented as it is
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simple, fast, and capable of handling large datasets; however, it is not recommended
for noisy datasets including lots of outliers. The hierarchical algorithm is another
clustering method discussed in this survey due to its visualization capability, which is
requested by many physicians, though it is not sometimes appropriate for big data due
to space and time limitations. The last algorithm presented in this section is density-
based clustering, which handles nonstatic and complex datasets and detects outliers
and arbitrary shapes specifically in biomedical images. However, it is slow for large
datasets, like hierarchical clustering.

Until now, various research studies have been conducted on machine learning and
data mining that outline advantages and disadvantages of multiple machine-learning
algorithms in healthcare informatics [Austin et al. 2013; Dittman et al. 2013; Banaee
et al. 2013]. It is worth mentioning that there is a significant overlap among machine
learning and data mining as both are used in data analysis research and include
supervised and unsupervised algorithms. Machine learning is used to extract models
and patterns in data. However, data mining, a combination of machine learning and
statistics, mainly deals with existing large datasets and analyzes massive, complicated,
and structured/unstructured data. Data mining is a more general concept, which has
gradually merged with and been used in database management systems. Therefore,
data mining algorithms should be more scalable to discover rich knowledge from large
datasets.

3.4.3.1. Classification. Classification is the problem of identifying the category of new
observation records based on the training data whose categories are known. Automatic
classification can be used in diagnosis systems to help clinicians with disease detection.
In the following, several widely used classification algorithms and their applications
in healthcare and medical informatics are discussed:

(1) Decision tree and rule-based algorithms: Decision tree is a simple and widely
used classifier. It classifies instances by sorting them in a tree, which can be re-
represented as sets of if-then rules [Mitchell 1997]. This learning method has been
successfully used in a wide variety of medical diagnostic systems [Dittman et al.
2013; Banaee et al. 2013].

Zhang et al. [2012] introduce a real-time prediction and diagnosis algorithm. This
prediction algorithm is mainly based on Very Fast Decision Tree (VFDT) [Domingos
and Hulten 2000]. VFDT is a decision tree algorithm form on the Hoeffding tree
that can control large and continuous data streams by remembering the mapping
connection among leaf nodes and the history entries. Zhang et al. discuss that VFDT
outperforms traditional decision tree algorithms, although it is not able to predict
the patient illness using only the current situation on its own. Therefore, they
modified VFDT as follows: Several pointers of leaf node are added in the training
phase of learning. Then, a mapping table is designed to store medical data, the
address, and its pointer. Therefore, whenever VFDT sends a stream to a leaf node,
the corresponding pointer is used to search the table and return similar-history
medical records. These similarities can be used for medical prediction and help
physicians to better treat their patients.

Fuzzy Decision Tree (FDT) is compared with three other classifiers in Estella
et al. [2012], which demonstrates the performance superiority of FDT in brain MRI
classification problems. Unlike traditional decision trees, FDT has the ability to
handle fuzzy data. In this study, an automatic classification algorithm is proposed,
which includes the preprocessing step (wavelet decomposition of the image) and
feature selection algorithm in order to extract a few morphological features, as well
as FDT classifier. The authors conclude that their method can efficiently classify
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patients into the three levels of Alzheimer’s (close to 90% efficiency, which is better
than human experts) using a few morphological features.

Other utilizations of decision trees in medical and healthcare informatics are
presented in Banaee et al. [2013]. Although decision tree techniques are simple
and easy to implement, they have space limitations. Furthermore, if the dataset
contains many features, it may be inefficient to create a tree. To overcome this
issue, as well as dataset overfitting [Hawkins 2004], pruning algorithms are used
in decision trees.

(2) Support Vector Machine: SVM is another supervised learning method used for both
classification and regression [Cristianini and Shawe-Taylor 2000]. As a classifier,
SVM constructs hyperplanes in a multidimensional space to classify samples with
different labels. In the SVM models, several kernel functions can be used including
polynomial, sigmoid, Gaussian, and Radial Basis Function (RBF).

In Zhou et al. [2010], children’s health is studied, and specifically, socioeconomic
status on educational attainment is addressed. In order to reduce dimensionality
and identify the important features, an SVM-based classifier is optimized by the
particular swarms optimization (PSO) to update the hyperparameters in an au-
tomatic manner and simultaneously identify the important features via entropy
regularization. To evaluate the proposed method, 21 features are extracted from
3,792 data samples, which are divided into training data (for SVM model construc-
tion), validation data (for model selection by PSO), and testing data. The method is
compared with LDA and Multilayer Perceptron (MLP) [Pal and Mitra 1992], which
are linear and nonlinear classification algorithms, respectively.

(3) Artificial Neural Networks: NN is a family of statistical learning and artificial
intelligent approaches widely used for classification. This algorithm is inspired
by biological neural networks of animals and humans, particularly the brain and
central nervous system. NN includes neurons that can be trained to compute values
from inputs and predict corresponding classes of test data. Until now, there have
been a wide variety of decision-making processes and predictions using NN in the
healthcare domain.

Vu et al. [2010] present an online three-layer NN to detect Heart Rate Variability
(HRV) patterns. Specifically, HRV related to coronary heart disease (CHD) risk is
recognized using electrocardiogram (ECG) sensors. When a sample enters, the
hidden layer nodes find the excessive similarity between nodes and the input in
a competitive manner. The proposed method outperforms other NN algorithms
such as MLP, Growing Neural Gas (GNG) [Fritzke 1995], and Self-Organizing Map
(SOM) [Kohonen 1998].

Yoo et al. [2012] discuss several disadvantages of NN in the healthcare domain
as follows: first, NN requires numerous parameters, which is very critical for the
classification result. Second, the training phase of NN is computationally expen-
sive and time consuming. Furthermore, it lacks model transparency due to the
black-box nature of the NN system and thus it is difficult for medical experts to
understand its structure in order to gain knowledge from it. Finally, the accuracy
is usually lower than other algorithms such as random forest and SVM, to name
a few.

(4) Deep Learning: With the tremendous growth of data, deep learning is playing an
important role in big data analysis. One notable success of deep learning for big
data is the use of a large number of hidden neurons and parameters, involving both
large models and large-scale data [Chen and Lin 2014], to model high-level abstrac-
tion in data [Nielsen 2014]. To date, various deep learning architectures including
deep belief networks [Hinton 2009], deep neural networks [Larochelle et al. 2009],
deep Boltzmann machine [Salakhutdinov and Hinton 2009], and deep convolution
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neural network [Krizhevsky et al. 2012] have been applied in areas such as speech
recognition, audio processing, computer vision, and healthcare informatics.

Liang et al. [2014] present a healthcare decision-making system using multiple-
layer neural network deep learning to overcome the weaknesses of conventional
rule-based models. The deep model combines features and learning in a unified
model to simulate the complex producer of the human brain and thinking. To
achieve this, a modified version of the deep belief network is applied on two large-
scale healthcare datasets.

Deep learning models have shown success in neuroimaging research. Plis et al.
[2014] use deep belief networks and restricted Boltzmann machine for functional
and structural MRI data. The results are validated by examining whether deep
learning models are effective compared with representative models of its class, ex-
amining the depth parameter in the deep learning analysis for this specific medical
data, and determining if the proposed methods can discover the unclear structure
of large datasets.

Li et al. [2014] also leverage the deep-learning-based framework to estimate the
incomplete imaging data from the multimodality database. They take the form of
convolution neural networks, where the input and output are two volumetric modal-
ities. They evaluate this deep-learning-based method on the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) database, where the input and output are MRI
and PET images, respectively.

(5) Sparse Representation: Sparse Representation Classification (SRC) of signals has
been attracting a great deal of attention in recent years. SRC is the problem of
finding the most compact signal representation using atoms’ linear combination in
a given overcomplete dictionary [Huang and Aviyente 2006].

In the healthcare informatics area, several research studies have been done us-
ing SRC to improve the classification results. Marble [Ho et al. 2014] is a sparse
nonnegative tensor factorization method for count data. It is used to fit EHR count
data that are not always correctly mapped to phenotypes. In this model, the spar-
sity constraints are imposed by decreasing the unlikely mode elements. To solve
the optimization problem, a periodic minimization approach (cycling through each
mode as fixing others) is used.

Sparse representation has also been an effective approach to learn characteristic
patterns from the medical data for image restoration, denoising, and superreso-
lution. Sparse representation has been effective in medical image denoising and
fusion using group-wise sparsity [Li et al. 2012] and image reconstruction [Xu et al.
2012; Gholipour et al. 2010]. Recently, coupled with dictionary learning, Fang et al.
[2013] restored the hemodynamic maps in the low-dose computed tomography per-
fusion by learning a compact dictionary from the high-dose data, with improved
accuracy and clinical value using tissue-specific dictionaries [Fang et al. 2015] and
applying to various types of medical images [Fang et al. 2014]. The sparsity prop-
erty in the transformed domain has also been important in restoring the medical
information by combining with the physiological models [Fang et al. 2015].

(6) Ensemble: Ensemble is a supervised learning algorithm that combines different
classification algorithms to increase the performance of single classifiers. In other
words, instead of using an individual classifier, ensemble learning can be used to
aggregate the prediction results of several classifiers. Ensemble learning improves
the generalization and predictive performance.

Random forest [Breiman 2001] is one type of ensemble learning algorithm that
constructs multiple trees at training time. This algorithm overlaps the overfitting
problem of decision trees by averaging multiple deep decision trees. Recently, var-
ious research works have been done applying the random forest algorithm to the
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bioinformatics domain. Dı́az-Uriarte and De Andres [2006] apply random forest for
classification of microarray data. They also apply random forest for gene selection
tasks. In this research, 10 DNA microarray datasets focusing on several parts of
the body are used.

Rotation Forest Ensemble (RFE) [Rodriguez et al. 2006] with Alternating De-
cision Tree (ADT) [Freund and Mason 1999] is a modified version of the decision
tree technique that is used as a classifier in the paper by Mathias et al. [2013].
For this purpose, 980 features are extracted from EHR data. Afterward, the greedy
stepwise algorithm is used for feature selection. Finally, RFE with ADT is applied
to predict the 5-year mortality rate.

Liu et al. [2012] propose ensemble learning using a sparse representation algo-
rithm to classify Alzheimer’s disease from medical images such as MRI. For this pur-
pose, a random patch-based subspace ensemble classification is proposed. This tech-
nique builds several individual classifiers using various subsets of local patches and
finally combines weak classifiers to improve performance results. Experimental re-
sults show the high performance of the proposed method on Alzheimer’s MRI data.

(7) Other Classification Algorithms: In this section, other classification algorithms
used in healthcare informatics are introduced.

The Hidden Markov Model (HMM) is a statistical model representing prob-
ability distribution over the sequences of observations [Ghahramani 2001]. This
model use Markov chain to model signals in order to calculate the occurrence prob-
ability of states. Cooper and Lipsitch [2004] apply structured and unstructured
HMM to analyze hospital infection data. Structured HMM is more parsimonious
and can estimate important epidemiological parameters from time series data.
Another work on HMM addresses the detection of anomalies in measured blood
glucose levels [Zhu 2011]. Based on the experimental results, the HMM technique
is accurate and robust in the presence of moderate changes.

The Gaussian Mixture Model (GMM) is another statistical model widely used
as a classifier in pattern recognition tasks. It consists of a number of Gaussian dis-
tributions in the linear way [Wang et al. 2011]. Giri et al. [2013] present a method
that uses GMM for the automatic detection of normal and coronary artery disease
conditions with ECG signals. In this research, various feature selection and classi-
fication algorithms are applied to heart rate signals. The GMM classifier combined
with the ICA reduction algorithm results in the highest accuracy compared to other
techniques such as LDA and SVM.

Bayesian networks, also known as belief networks, are another probabilistic
model corresponding to a graphical model called Directed Acyclic Graph (DAG)
[Ben-Gal 2007]. Each node of the graph represents a random variable and the
edge between the nodes indicates probabilistic dependencies among the related
random variables. Bayesian network, for instance, could be applied to measure the
probabilities of the existence of various diseases and find the relationship between
diseases and symptoms.

Furthermore, some researchers have developed more complex classification al-
gorithms in the healthcare domain, including Collateral Representative Subspace
Projection Modeling (C-RSPM) [Meng et al. 2010] and the multilayer classification
framework, for discovering the temporal information of biological images [Meng
and Shyu 2013].

3.4.3.2. Regression. Regression is a supervised learning algorithm used to model
relationships between objects and targets. The difference between regression and clas-
sification is that in regression, the target is continuous, while the latter is discrete. In
other words, regression is the problem of approximating a real-valued target function
[Mitchell 1997].
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Yoshida et al. [2013] propose a Radial Basis Function-sparse Partial Least Squares
(RBF-sPLS) regression and apply it to high-dimensional data including MRI brain im-
ages. The sPLS regression [Lê Cao et al. 2008] reduces dimension and selects features
simultaneously using a sparse and linear combination of the explanatory variables.
The proposed method, a combination of sPLS with basis expansion, is applicable to
real data including MRI brain images with large-scale characteristics from chronic
kidney disease patients. The authors evaluate the performance of RBF-sPLS by com-
paring it with the method without basis expansion.

Saha et al. [2007] introduce a Bayesian regression estimation algorithm implemented
as a Relevance Vector Machine (RVM) via Particle Filters (PFs). This algorithm is used
to integrate monitoring, diagnosis, and prediction of battery health. RVM is a Bayesian
form obtaining solutions for regression and probabilistic classification [Tipping 2001],
which represents a generalized linear form of the SVM. To estimate state dynamically,
a general framework is provided using PF. The results show the advantage of proposed
methods over conventional methods of battery health monitoring.

Regression forest is another supervised algorithm that is used for anatomy localiza-
tion and detection in Criminisi et al. [2013]. The main goal of this algorithm is to train
a nonlinear mapping from a complicated input to continuous parameters (from voxels
to the location and size of the organ), and its difference with other forest classifiers is
that it is utilized to predict multivariate and continuous outputs using a tree-based
regression method. To evaluate the proposed regression algorithm, it is applied on a
database including 400 three-dimensional CT scans with high-variety images, which
shows the robustness and the accuracy of the trained model compared to the conven-
tional methods.

3.4.3.3. Clustering. Clustering [Jain et al. 1999] is the task of categorizing a group of
objects into subgroups (called clusters) in such a way that objects in the same category
are more similar to each other compared with those in other categories. Clustering
is a technique of unsupervised learning and statistical analysis that is applicable in
many fields. The main difference between classification and clustering is that clustering
does not use labels and finds natural grouping based on the structure of objects. Several
clustering algorithms applied in healthcare data are discussed in the following. Further
information regarding clustering algorithms for healthcare are discussed in Tomar and
Agarwal [2013].

(1) Partitioning algorithms: Partitioning clustering algorithms divide a set of data
objects into various partitions (clusters) in a way that each object is placed in
exactly one partition [Tan et al. 2006]. K-means is a known partitioning clustering
algorithm used in various areas such as computer vision, data mining, and market
segmentation. It partitions objects into k clusters, computes centroids (mean points)
of the clusters, and assigns every object to the cluster that has the nearest mean
in an Expectation-Maximization fashion.

Zolfaghar et al. [2013] present a big-data-driven solution for predicting Risk of
Readmission (RoR) of congestive heart failure patients. To achieve this, they apply
data mining models to predict risk of readmission. K-means is used to segment the
National Inpatient Sample (NIS) dataset. Using K-means, the average income of
each patient (used as a predictor variable for ROR) is calculated to map each record
of a dataset to the closest cluster based on Euclidean distance.

The graph-partitioning-based algorithm is another popular clustering method
that is applicable for partitioning a graph G into subcomponents with specific
properties. Yuan et al. [2009] apply a new skin lesion segmentation algorithm
using a Narrow-Band Graph-Partitioning (NBGP) and region fusion to improve the
efficiency and performance of the segmentation algorithm. The proposed method
can produce skin lesion segmentation well even for weak edges and blurred images.
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A modified version of K-means recently utilized is called subspace clustering.
It partitions datasets along with the various subsets of dimension instead of the
whole space, to overcome the challenge of curse of dimensionality in big data anal-
ysis [Kriegel et al. 2009]. Hund et al. [2015] apply a subspace clustering approach
to the real-world medical data and analyze the patient data relationship and im-
munization treatment. Experimental results show how subspace clustering can
effectively identify grouping of patients compared with a full space analysis such
as hierarchical clustering.

(2) Hierarchical algorithms: Hierarchical algorithms build a hierarchy known as a
dendrogram [Nithya et al. 2013]. There are two general strategies for hierarchical
clustering: the Agglomerative (bottom-up) approach and the Divisive (top-down) ap-
proach. Both combination (for agglomerative) and splitting (for divisive) of clusters
are determined in a greedy manner in which a distance or dissimilarity measure is
needed by use of an appropriate metric such as Euclidean distance and Manhattan
distance.

A hybrid hierarchical clustering algorithm is proposed by Chipman and
Tibshirani [2006] to analyze microarray data. The proposed method utilizes mutual
clusters and takes advantage of both bottom-up and top-down clustering. Belciug
[2009] also applies a hierarchical agglomerative clustering for categorizing and
clustering the patients based on the length of their stay in terms of days at the
hospital.

(3) Density-based algorithms: Density-based clustering algorithms are extensively
used to search for clusters of nonlinear and arbitrary shapes based on the den-
sity of connected points. This algorithm defines clusters by a radius that contains
maximum objects based on a defined threshold. One of the most popular density-
based clustering approaches is called Density-Based Clustering of Applications
with Noise (DBSCAN), which was first introduced by Ester et al. [1996]. DBSCAN
not only groups points with many close nearest neighbors and high-density areas
but also detects outliers and noise points within low-density areas.

The density-based algorithm is also widely applied on healthcare and medical
datasets such as biomedical images. In Celebi et al. [2005], an unsupervised region-
based segmentation approach based on DBSCAN is used to detect homogeneous
color regions in skin lesion images. The segmentation approach separates lesions
from healthy skin and also detects color regions inside the lesions. Experimental
results show that lesion borders are successfully identified in 80% of the tested
biomedical images. As density-based algorithms cannot efficiently cluster high-
dimensional datasets, a Hierarchical Density-based Clustering of Categorical data
(HIERDENC) is proposed by Andreopoulos et al. [2007] to overcome some chal-
lenges of the conventional clustering approaches. HIERDENC detects clusters in
a better runtime scalability that is more efficient for large datasets and big data
applications. When new data is introduced, only the HIERDENC index is updated,
so that there is no need to repeat clustering on all data. HIERDENC is applied
on several large and quickly growing biomedical datasets such as finding bicliques
of biological networks (protein interaction or human gene networks), clustering of
biomedical images, and retrieving clusters of Force-Distance curves.

A summary of the aforementioned machine-learning algorithms with some healthcare
examples, as well as their pros and cons, is shown in Table III.

3.5. Searching

Specialists and physicians use analyzed data to search for systematic patterns in pa-
tients’ information, which helps them in having a more precise diagnosis and treatment.
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Table III. Summary of Machine-Learning Algorithms in Healthcare Informatics

ML Category Algorithm Healthcare Examples Dataset Examples Pros Cons
Decision
Tree

brain MRI classification,
medical prediction

ADNI [ADNI 2015],
hemodialysis [Yeh et al. 2011]

simple,
easy to implement

space limitation,
overfitting

SVM
image-based MR classification,
children’s health

NCCHD [NCCHD 2014] high accuracy
slow training,
computationally
expensive

Neural
Network

cancer, blood glucose
level prediction, Heart rate
Variability recognition

Cleveland [Rani 2011],
Acute Nephritis
Diagnosis [Khan et al. 2013]

handle noisy data,
detect nonlinear
relationship

slow, computationally
expensive, black-box
models, low accuracy

Sparse
EHR count data, heartbeats
classification, tumor
classification, gene expression

colon cancer,
MIT-BIH
ECG [Huang et al. 2012],
DE-SynPUF [Ho et al. 2014]

efficiency, handle
imbalanced data,
fast, compression

computationally
expensive

Classification
Deep
Learning

registration of MR brain images,
healthcare decision making,
Alzheimer diagnosis

ADNI, Huntington
disease [PREDICT-HD 2015]

handle large dataset,
deal with deep
architecture,
generalization,
unsupervised feature
learning, support
multi task learning
and semisupervised
learning

difficult to interpret,
computationally
expensive

Ensemble

microarray data classification,
drug treatment response
prediction, morality rate
prediction, Alzheimer
classification

ADNI

overcome overfitting,
generalization,
predictive,
high performance

hard to analyze,
computationally
expensive

Other
Classifiers

hospital infection analysis,
anomalies detection,
health monitoring,
drug reaction signal generation,
health risk assessment

ECG data,
ADRs [Bate et al. 1998]

depends on method depends on method

Regression -
brain imaging analysis,
battery health diagnosis

CKD [Singh et al. 2012],
Li-ion
batteries [Saha et al. 2007]

depends on method depends on method

Partitioning
risk of readmission prediction,
depression clustering

NIS and
MHS [Zolfaghar et al. 2013],
ADNI

handle large datasets,
fast, simple

high sensitivity to
initialization, noise
and outliers

Clustering Hierarchical
microarray data clustering,
patients grouping based on
length of stay in hospital

microarray datasets,
HES [HSCIC 2012]

visualization
capability

poor visualization
for large data,
slow, use huge
amount of memory,
low accuracy

Density-based
biomedical image clustering,
finding bicliques in a network

skin lesion images,
BMC biomedical images

detect outliers and
arbitrary shapes,
handle nonstatic
and complex data

not well for large
datasets, slow, tricky
parameter selection

Data mining is an analytic process that is designed to search and explore large-scale
data (big data) to discover consistent and systematic patterns. One of the main chal-
lenges in big data mining in the medical domain is searching through unstructured
and structured medical data to find a useful pattern from patients’ information.

Information Retrieval (IR) is the process of extracting, searching, and analyzing data
objects based on metadata or other content-based indexing [Salton and Harman 2003].
Data objects may be text documents, images, and audio. In this section, text and image
retrieval in the medical domain are discussed.

Text mining refers to the process of extracting information and analyzing unstruc-
tured textual information [Popowich 2005]. Extracting information from textual docu-
ments is a useful information retrieval technique widely used in healthcare informatics
[Holzinger et al. 2014b; Jung et al. 2014; Vijayakrishnan et al. 2014]. Using text min-
ing, it is possible to extract information from patient records, reports, lab results, and,
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generally, clinical notes. The major problem is that the clinical notes are unstructured.
To tackle this challenge, a wide variety of methods have been applied to analyzing these
unstructured texts in the field of Natural Language Processing (NLP) [Spyns 1996].

Content-Based Image Retrieval (CBIR) reveals its crucial role in medical image
analysis by providing physicians and doctors with diagnostic aid including visualizing
existing and relevant cases, together with diagnosis information. Therefore, retrieving
images that can be valuable for diagnosis is a strong necessity for clinical decision-
support methods including evidence-based medicine or case-based reasoning. In addi-
tion, their use will allow for the exploration of structured image databases in medical
education and training. Therefore, information retrieval in medical images has been
widely investigated in this community.

For example, Comaniciu et al. [1999] propose a CBIR system supporting decision
making in the domain of clinical pathology, in which a central module and fast color
segmenter are used to extract features such as nucleus appearance (e.g., texture, shape,
and area). Performance of the system is evaluated using a classification with 10-fold
cross-validation and compared with that of an individual expert on a database contain-
ing 261 digitized specimens.

CBIR has been employed for histopathological image analysis. For example,
Schnorrenberg et al. [2000] extend the biopsy analysis support system to consist of
indexing and CBIR for retrieving biopsy slide images. A database containing 57 breast
cancer cases is used for evaluation. Akakin and Gurcan [2012] propose a CBIR system
using the multitiered approach to classify and retrieve microscopic images. To main-
tain the semantic consistency between images retrieved from the CBIR system, both
“multi-image” query and “slide-level” image retrieval are enabled.

As emphasized in Zhou et al. [2008], scalability is the key factor in CBIR for medical
image analysis. In fact, with the ever-increasing amount of annotated medical data,
large-scale, data-driven methods provide the promise of bridging the semantic gap
between images and diagnoses. However, the development of large-scale medical image
analysis algorithms has lagged greatly behind the increasing quality and complexity
of medical images.

Specifically, owing to the difficulties in developing scalable CBIR systems for large-
scale datasets, most previous systems have been tested on a relatively small number
of cases. With the goal of comparing CBIR methods on a larger scale, ImageCLEF and
VISCERAL provide benchmarks for medical image retrieval tasks [Müller et al. 2005;
Langs et al. 2013; Hanbury et al. 2013].

Recently, hashing methods have been intensively investigated in the machine-
learning and computer vision community for large-scale image retrieval. They enable
fast Approximated Nearest Neighbors (ANN) search to deal with the scalability is-
sue. For example, Locality-Sensitive Hashing (LSH) [Andoni and Indyk 2006] uses
random projections to map data to binary codes, resulting in highly compact binary
codes and enabling efficient comparison within a large database using the Hamming
distance. Anchor Graph Hashing (AGH) [Liu et al. 2011] has been proposed to use
neighborhood graphs that reveal the underlying manifold of features, leading to a high
search accuracy. Recent research has focused on data-dependent hash functions, such
as the spectral graph partitioning and hashing [Weiss et al. 2009] and supervised
hashing with kernels [Liu et al. 2012] incorporating the pairwise semantic similar-
ity and dissimilarity constraints from labeled data. These hashing methods have also
been employed to solve the dimensionality problem in medical image analysis. Partic-
ularly, Zhang et al. [2014, 2015b] build a scalable image-retrieval framework based on
the supervised hashing technique and validate its performance on several thousand
histopathological images acquired from breast microscopic tissues. It leverages a small
amount of supervised information in learning to compress a high-dimensional image
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feature vector into only tens of binary bits with the informative signatures preserved.
The supervised information is employed to bridge the semantic gap between low-level
image features and high-level diagnostic information, which is critical to medical image
analysis.

In addition to hashing and searching the whole image, another approach is to seg-
ment all cells from histopathological images and conduct large-scale retrieval among
cell images [Zhang et al. 2015a]. This enables cell-level and fine-grained analysis,
achieving high accuracy. It is also possible to fuse multiple types of features in a hash-
ing framework to improve the accuracy of medical image retrieval. Specifically, the
Composite Anchor Graph Hashing algorithm [Liu et al. 2011] has been developed for
retrieving medical images [Zhang et al. 2014] (e.g., retrieving lung microscopic tissue
images for the differentiation of adenocarcinoma and squamous carcinoma). Besides
hashing-based methods, vocabulary tree methods have also been intensively investi-
gated [Nister and Stewenius 2006] and employed for medical image analysis [Jiang
et al. 2015].

3.6. Decision Support

Clinical Decision Support (CDS) is a process for improving the quality of healthcare.
It helps physicians, doctors, and patients to make better decisions [Clayton and
Hripcsak 1995]. Although CDS systems have made great contributions to improve
medical care and reduce healthcare errors, they do not always improve clinical
decision support systems due to some technical and nontechnical factors. Kawamoto
et al. [2005] studied the literature to recognize the specific factors and features of
such systems for enhancing clinical practice. Based on the results, 68% of decision
support systems enhance clinical practice remarkably, and they utilize four features,
automatic provision of decision support, provision of recommendations, provision of
decision support during decision making and at its location, and computerized decision
support, that are significantly correlated with system success. In addition, some direct
experimental evidence proves the significance of three extra features, sharing decision
support with patients, providing performance feedback periodically, and requesting
reason documentations if system recommendations is not followed.

Healthcare systems can leverage new technologies in big data to provide better clin-
ical decision support. Today, CDS is a hot topic and an essential system in hospitals
since it improves clinical output and efficiency of healthcare. Using big data technolo-
gies, many CDSs’ limitations have been broken and dynamic clinical knowledge base
systems have been created to deploy more complicated models for the CDS systems.
Therefore, big data makes the CDS systems more credible and effective [Xiao et al.
2014].

3.6.1. Patient Similarity. Patient similarity computation is a significant process in
healthcare informatics and decision support systems, and it finds patients with similar
clinical characteristics. It is very helpful for decision support applications and predict-
ing patients’ future conditions. The main goal is to find the similarity between patients
by extracting distance metrics. Based on the IBM Patient Care and Insights solution
[IBM 2015b], the patient similarity algorithm includes the following steps:

—Both structured (e.g., clinical factors) and unstructured data (e.g., physicians’ notes)
are integrated for analysis.

—Personalized healthcare delivery plans are generated based on the health history of
each individual patient.

—Personalized treatment plans are created using thousands of patient characteristics
examined by professionals.
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—Patients with similar clinical characteristics are identified, which helps doctors to
see what treatments were most effective.

—Based on patient-physician matching, each patient is paired with a doctor who is
efficient for a specific condition.

Because each expert has different knowledge on patient similarities, Wang et al. [2012]
propose an approach called Composite Distance Integration (Comdi) to unify the single
metrics achieved for each physician into a single unified distance metric. In addition to
learning a globally optimized metric, Comdi presents a technique to share knowledge
of expertise without sharing private data. To achieve this, it provides the neighborhood
information for each party to integrate them into a globally consistent metric. Breast
cancer and Pima Indian diabetes [Lichman 2013] datasets are used to evaluate Comdi.
The results show Comdi’s leverage in comparison with other individual and shared
methods such as PCA, LDA, and Locally Supervised Metric Learning (LSML).

Wang et al. [2014] present a Similarity Network Fusion (SNF) to integrate data
samples (e.g., patients) and construct patient networks. The patient similarity network
is demonstrated as a graph where nodes correspond to patients and edges correspond
to the similarity weight between patients. To determine the weight of each edge, a
scaled exponential similarity kernel using Euclidean distance is applied. In this article,
three data types, DNA methylation, mRNA expression, and microRNA, for five cancer
datasets are combined by SNF to compute and fuse patient similarity.

Information visualization of big data is a novel and important process in data min-
ing, known as visual data mining or visual data exploration [Keim 2002]. Tsymbal
et al. [2007] propose and compare three techniques for visualizing patient similar-
ity including treemaps [Shneiderman 1992], relative neighborhood graphs [Toussaint
1980], and combined distance-heat maps [Verhaak et al. 2006], which they believe is
the most promising approach in clinical workflow.

Several research works have been done recently to bring big data to personalized
healthcare, specifically patient similarity. The CARE system [Chawla and Davis 2013],
for instance, is developed to predict and manage patient-centered disease. CARE is
a computational assistant for doctors and physicians to assess the potential disease
risks of patients. This work utilizes shared experiences and similarities among a large
number of patients, resulting in a personalized healthcare plan. This big data includes
patient history, prognosis, treatment strategies, disease timing, disease progression,
and so on.

3.6.2. Computer-Assisted Interventions. More and more computer-based tools and
methodologies are developed to support medical interventions especially in the big
data era. This particular field of research and practice is called Computer-Assisted In-
terventions (CAIs) [Johnston et al. 1994]. Examples include image processing methods,
surgical process modeling and analysis, and intraoperative decision supports.

With the development of EHR and big data analytics, algorithms and approaches for
healthcare big data are proposed to mine multimodal medical data consisting of imag-
ing and textual information. To be specific, modern, scalable, and efficient algorithms
are generalized to harvest, organize, and learn from large-scale healthcare datasets
for automatic understanding of medical images and help in the decision-making pro-
cess [Menze et al. 2014]. Schlegl et al. [2014] are able to learn from data collected
across multiple hospitals with heterogeneous medical imaging equipment and propose
a semisupervised approach based on convolutional neural networks to classify lung
tissues with promising results. In other works [del Toro and Müller 2014], a hierarchic
multiatlas-based segmentation approach is proposed and evaluated on a large-scale
medical dataset for the segmentation of multiple anatomical structures in computed
tomography scans.
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Recently, the field of analyses and modeling of the Surgical Process (SP) has gained
popularity for obtaining an explicit and formal understanding of surgery [Neumuth
et al. 2009]. SP models are usually described from observer-based acquisition [Jannin
and Morandi 2007] or sensor-based acquisition [Lalys et al. 2012; Nara et al. 2011;
Bhatia et al. 2007]. By introducing related surgical models into a new generation of CAI
systems, it improves the management of complex multimodal information, increasing
the quality and efficiency of medical care.

The developments of CAI and big data technologies interact with each other and con-
tinue to assist humans in processing and acting on complex information and providing
better services to patients.

4. FUTURE DIRECTIONS AND OUTLOOK

Despite many opportunities and approaches for big data analytics in healthcare pre-
sented in this work, there are many other directions to be explored, concerning various
aspects of healthcare data, such as the quality, privacy, timeliness, and so forth. This
section provides an outlook of big data analytics in healthcare informatics from a
broader view, which covers the topics of healthcare data characteristics (e.g., high com-
plexity, large scale, etc.), data analytics tasks (e.g., longitudinal analysis, visualization,
etc.), and objectives (e.g., real-time, privacy protection, collaboration with experts, etc.).

4.1. Complexity and Noise

The multisource and multimodal nature of healthcare data results in high complexity
and noise issues. In addition, there are also problems of impurity and missing values
in the high-volume data. It is difficult to handle all these problems both in terms of
scale and accuracy, although a number of methods have been developed to improve
the accuracy and usability of data [Müller and Freytag 2003]. Since the quality of data
determines the quality of information, which will eventually affect the decision-making
process, it is critical to develop efficient big data cleansing approaches to improve data
quality for making effective and accurate decisions [Holzinger and Simonic 2011].

4.2. Heterogeneity

Traditional healthcare data usually lacks standardization, often being fragmented with
multiple formats [Raghupathi and Raghupathi 2014]. Therefore, it is reasonable and
critical to study and develop common data standards. However, it is a challenging task
due to the complexity of generating common data standards. Not only is healthcare
data diverse, but also there are various technical issues for integrating those data for
special usage [Richesson and Krischer 2007]. Even with standardized data formats,
the multimodal nature of data creates a challenge for effective fusion [Kambatla et al.
2014], which requires the development of advanced analytics that deal with large
amounts of multimodal data. The integration and fusion of the multisource and mul-
timodal healthcare data with increasing scale would be a great challenge [Holzinger
et al. 2014a].

4.3. Longitudinal Analysis

Longitudinal data refers to the collection of repeated measurements of participant
outcomes and possibly treatments or exposures [Fitzmaurice et al. 2008]; that is, “the
outcome variable is repeatedly measured on the same individual on multiple occa-
sions” [Twisk 2004]. In recent decades, longitudinal data analysis, especially the statis-
tical analysis of longitudinal data, has attracted more and more attention. Longitudinal
studies involve the characterization of normal growth and aging, and the effectiveness
of the assessment of risk factors and treatments. It plays a key role in epidemiology,
clinical research, and therapeutic evaluation. With big data analytic tools, it becomes
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promising to apply the longitudinal analysis of care across patients and diagnoses for
identifying the best care approaches.

4.4. Scale

Healthcare data is rapidly growing by size and coverage [Kambatla et al. 2014]. The
fact that the data volume is scaling faster than computing resources poses a major chal-
lenge in managing large amounts of data. Several fundamental shifts (from a hardware
point of view) are taking place to accommodate this dramatic change [Labrinidis and
Jagadish 2012]. First, over the past few years, the processor technology has gradually
shifted the focus to parallel data processing within nodes and the packing of multiple
sockets. Second, the move toward cloud computing enables information sharing and the
aggregation of multiple workloads into large-scale clusters. Third, the transformative
change of the traditional I/O subsystem from Hard Disk Drives (HDDs) to Solid-State
Drives (SSDs), as well as other storage technologies, is reforming the design and oper-
ation of data processing systems.

4.5. Real Time

The velocity characteristic of big data in health informatics not only indicates the data
acquisition and processing rate but also the timeliness of responses. There are many
scenarios that call for a quick decision. For example, it would be extremely desirable to
monitor and analyze a person’s health condition to predict potential illness in real time
or near real time. It would also be of great significance to raise an alarm for a potential
outbreak of influenza through analyzing public health data. Although real-time ana-
lytic applications are still in their infancy in the big data era, they are the strongest
trend and most promising direction in the future of health informatics [Russom 2011].
A good example is the development of Complex Event Processing (CEP) for handling
streaming big data and fulfilling real-time requirements.

4.6. Privacy

The privacy of data is another big concern of future big data analytics in healthcare
informatics [Weippl et al. 2006]. Although there are strict laws governing the more
formalized EHR data, special attention should be paid and rules should be enforced to
regularize the usage and distribution of personal and sensitive information acquired
from multiple sources. “Managing privacy is effectively both a technical and a soci-
ological problem, which must be addressed jointly from both perspectives to realize
the promise of big data” [Labrinidis and Jagadish 2012]. In addition to data privacy,
there are a range of other issues, such as data protection, data security, data safety,
and protection of doctors against responsibility derived from manipulated data, that
require special big data analytics to handle these complex restrictions [Weippl et al.
2006; Holzinger et al. 2014a; Kieseberg et al. 2015].

4.7. Visualization

Visualization of healthcare data is critical for exploratory or discovery analytics, whose
purpose is to explore and discover things that are undermined and encrypted in the
data [Wong et al. 2011; Jeanquartier and Holzinger 2013]. Effective visualization tools
will help clinicians and physicians to explore the data without the assistance from
IT [Russom 2011]. Although visualization has been studied for several decades with
relative maturity, there are still challenges and open issues to be addressed, especially
for the big data analytics in healthcare data [Holzinger et al. 2014a].
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4.8. Multidiscipline and Human Interaction

Big data in health informatics is predicted to be a multidisciplinary task that involves
continuous efforts from multiple domain experts [Chen et al. 2014]. They include, but
are not limited to, engineering scientists who provide basic big data infrastructure
to collect, store, share, and manage big data; computer science data scientists who
provide solutions for processing and analyzing high-volume, high-velocity healthcare
data via numerous data mining and machine-learning techniques; clinicians and physi-
cians from the medical domain who provide professional healthcare data analysis, offer
personalized care, and make final decisions. Sometimes it is difficult for computer al-
gorithms to identify patterns and analyze results; therefore, it is a desirable feature
for an advanced big data analysis system to be able to support input from multiple
human experts, exchange of opinions, and shared exploration of results. Furthermore,
in the health domain, sometimes we do not have big data: we are confronted with a
small number of datasets or rare events, where, for example, machine-learning ap-
proaches suffer from insufficient training samples. In such cases, we need more than
just automatic machine learning; we need still a human in the loop. In other words,
interactive Machine Learning (iML) or “human in the loop” techniques can be utilized
in health informatics where automatic machine-learning approaches are not able to
handle rare events alone and a human expert is needed to interact in the learning
process [Holzinger 2016]. This interaction between computer algorithms and human
experts can improve the learning procedure.

5. SUMMARY

This article presents a comprehensive overview of the challenges, pipeline, techniques,
and future directions for computational health informatics in the big data age, by
providing a structured analysis of the historical and state-of-the-art methods in over
170 papers and web articles. We have summarized the challenges of big data health
informatics into four Vs: volume, variety, velocity, and veracity, and emerging chal-
lenges such as validity and volatility. A systematic data processing pipeline is provided
for generic big health informatics, covering data capturing, storing, sharing, analyz-
ing, searching, and decision support. Computational health informatics in the big data
age is an emerging and highly important research field with a potentially significant
impact on the conventional healthcare industry. The future of health informatics will
benefit from the exponentially increasing digital health data.
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Peter Kieseberg, Johannes Schantl, Peter Frühwirt, Edgar Weippl, and Andreas Holzinger. 2015.
Witnesses for the doctor in the loop. In Brain Informatics and Health. Springer, 369–378.
DOI:http://dx.doi.org/10.1007/978-3-319-23344-4_36

Teuvo Kohonen. 1998. The self-organizing map. Neurocomputing 21, 1 (1998), 1–6.
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