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Counting the linear extensions of a partially ordered set (poset) is a
fundamental problem with several applications. We present two exact
algorithms that target sparse posets in particular. The first algorithm

breaks the counting task into subproblems recursively. The second
algorithm uses variable elimination via inclusion–exclusion and runs
in polynomial time for posets with a cover graph of bounded treewidth.

PROBLEM RECURSIVE COUNTING
A poset P is a set of n elements ordered by a
transitive asymmetric relation <P.

For all x, y ∈ P either

1. x <P y

2. y <P x

3. x and y incomparable

An element x with no y <P x is minimal.

The cover relation ≺P is the
transitive reduction of <P.

Represented visually by
the cover graph.

A linear extension is a bijection σ : P → [n]
such that

x ≺P y⇒ σx < σy

Problem: Compute `(P), the number of
linear extensions. (#P-complete)

Denoting minimal elements by min(P),

`(P) = ∑
x∈min(P)

`(P \ x)

If P can be partitioned into pairwise
disconnected sets A and B,

`(P) = `(A) · `(B) ·
(
|P|
|A|

)

Implementations [1]:

• R1: Applies rule I, runs in O(2n)

time in the worst case

• R14-a: Applies rules I and II, often
greatly expedites R1

• R24: Applies rule II together with
other techniques [2]

I

II

Rules I and II break the poset
into subproblems recursively.

The inverse may lead to
fewer subproblems.
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VARIABLE ELIMINATION VIA INCLUSION–EXCLUSION
For every mapping σ : P→ [n] let

Φ(σ) = ∏
x≺P y

[σx < σy] .

Then, if σ is a bijection, we have

Φ(σ) =

{
1, if σ is a linear extension,
0, otherwise.

Therefore, `(P) = ∑
σ : P→ [n]
bijection

Φ(σ) .

The inclusion–exclusion principle removes
the bijectivity constraint:

`(P) =
n

∑
k = 0

(
n
k

)
(−1)n−k ∑

σ : P→ [k]
Φ(σ)

︸ ︷︷ ︸
→ can use variable elimination (e.g. [3,4])

EXAMPLE

The summation task is

∑
a,b,c,d,e

[a<c] [a<d] [b<d] [c<e] [d<e]

where a = σa , b = σb , . . .

With the elimination order (d, b, e, a, c) the sum factorizes:

∑
d

(
∑
b

[b<d]

)
︸ ︷︷ ︸

λb(d)

 ∑
e

[d<e]

(
∑
a

[a<d]

(
∑
c

[a<c][c<e]

)
︸ ︷︷ ︸

λc(a,e)

)

︸ ︷︷ ︸
λa(d,e)



︸ ︷︷ ︸
λe(d)

• Good order→ the λ are small and fast to compute

• A cover graph of low treewidth has good orders

IMPLEMENTATION

The implementation VEIE
runs in O(nt+4) time for
n elements and a cover
graph of treewidth t.
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