Advance reading material. The following article describes a large number of algorithms for approximate string matching and summarizes their theoretical and experimental properties.


Topics for discussion. Read about the algorithm(s) assigned to your group before the study group meeting. In the meeting discuss at least the following topics and prepare to summarize the discussion to the members of the other groups.

- Describe the algorithm(s). How are they related to the algorithms on the lectures?
- How do the algorithm(s) compare against other algorithms in theory and/or in practice. Experimental and theoretical comparisons are summarized in Figures 28, 30 and 31 in the article.

You may also discuss additional topics, for example other algorithms in the same category.

Group A: Theoretical worst case

Members

- Aalto, Iiro
- Equi, Massimo
- Mesimäki, Jerry
- Määtä, Mikko
- Norri, Tuukka
- Vozda, Lukás
- Zhou, Pengyuan

Algorithms

- Galil–Park (Sect. 5.2.6, see also 5.2.2 and 5.2.3)
Group B: Theoretical average case

Members
- Duda, Tomás
- Hantula, Otto
- Jääsaari, Elias
- Myllyoja, Aleksi
- Salonen, Sami
- Szkalisity, Ábel
- Zhukova, Bella

Algorithms
- Chang–Marr (Sect. 8.3.4, see also 8.3.1)
- Additionally, explain the significance of the bound $\alpha \leq 1 - e/\sqrt{\sigma}$ (see Sect. 4.1).

Group C: Practical nonfiltering

Members
- Davis, Keith
- De Leydet, Rémy
- He, Yan
- Leivo, Marcus
- Mäki, Timo
- Saitkulov, Marat
- Sinkkonen, Ilari

Algorithms
- Wu–Manber (Sect. 7.2.1)
- Baeza-Yates–Navarro (Sect. 7.2.2)

Group D: Practical filtering

Members
- Björklund, Otso
- Kääriä, Erkka
- Lang, Sean
- Lehtola, Paula
- Mukhtar, Usama
- Tuominen, Markus
- Väänänen, Pekka

Algorithms
- Baeza-Yates–Navarro and Navarro–Baeza-Yates (Sects. 8.2.4 and 8.2.5)