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Abstract.
of a text that has been gradually altered as a result of iraptyf
copying the text over and over again. Applications are nyaimhu-
manities, especially textual criticism, but the methods ba used
to study the evolution of any symbolic objects, includingichlet-
ters and computer viruses.We propose an algorithm for stegiom
analysis based on a minimum-information criterion and tshstic
tree optimization. Our approach is related to phylogensgimon-
struction criteria such as maximum parsimony and maximuke- li
lihood, and builds upon algorithmic techniques develomedifoin-
formatics. Unlike many earlier methods, the proposed nittimes
not require significant preprocessing of the data but rathgerates
directly on aligned text files. We demonstrate our method ocza&
world experiment involving all 52 known variants of the legeof
St. Henry of Finland, and provide the first computer-gerestdam-
ily tree of the legend. The obtained tree of the variants Epsued
to a large extent by results obtained with more traditionathnods,
and identifies a number of previously unrecognized relation

1 INTRODUCTION

We begin with a brief historical motivation to the problemden

study. During the early and high Middle Ages, the knowledde o

writing was almost totally concentrated into the hands ef@urch
and the clergymen. Hagiographical texts, i.e. texts coringrsaints’
lives were the most eagerly read and most vastly dissenanibe-
ary genre. In particular, the official and proper veneratibma saint
needed unavoidably a written text, a legend, containingidpelights
of the saint’s life. In the case of most legends, the textfitses sur-
vived to our date in several different versions. Underlyihgse ver-
sions there is what we could call a ‘family tree’, a graph egenting
the process of copying the text where each new version became
direct descendant of the exemplar(s) from which it is copiEae
aim of stemmatic analysis is to reconstruct this family tle@wn as
the ‘stemma’, based on the surviving copies of the text. Bgyhg
the materials and the writing of the available versionss passible

to find out — at least roughly — where and when each version was

written. When one combines the stemma of a text with a gebirap
cal map and adds the time dimension, one gets importannirfioon
that no single historical source can ever provide a histowih: a
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Stemmatology studies relations among different variantsreconstruction of the process of dissemination, and thieu@llties

that carried the text from one place to another.

The reasons for a substantial amount of versions differiognf
each other are several. On one hand, the texts were copiedry h
until the late 15th and early 16th centuries, which resuitteal mul-
titude of unintended scribal errors by the copyists. In tddj the
significance of the saints’ cults varied considerably frame part of
the Latin Christendom to the other. The adoration of the nrost
portant local saints required the reciting of the whole teyduring
the celebrations of the saint’s day. On the other hand, ieca$
lesser importance, different kinds of abridgements weteditnto
the needs of local bishoprics and parishes. As a consequtree
preserved versions of most legends are all unique.

Taking into consideration the possibilities of stemmagglat is
not surprising that the historians and philologists havedtto es-
tablish a reliable way to reconstruct the stemma of the tegtits
versions for centuries. A related application is the arialg$ chain
letters [2]. The main difficulty has been the great multitofieextual
variants that have to be taken into consideration at the siamee An
example from the legend material of St. Hehejucidates the prob-
lems. According to latest knowledge, the Latin legend oft&nry
is known in 52 different medieval versichgreserved in manuscripts
and incunabula (early printed works) written in the earlyht4arly

4 St. Henry is a key figure of the Finnish Middle Ages. Accordiagthe
medieval tradition, he was the Bishop of Uppsala (Swedeg ame of the
leaders of a Swedish expedition to Finland around 1155ndusihich he
was murdered. The oldest text concerning St. Henry is henldgvritten in
Latin by the end of the 13th century at the very latest.

5 For identification of the sources as well as a modern editioihe legend
see [10].
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Figure 1. An excerpt of a 15th century manuscript ‘H’ from the collects
of the Helsinki University Library, showing the beginnin§tbe legend of
St. Henry on the rightiIncipit legenda de sancto Henrico pontifice et
martyre; lectio prima; Regnante illustrissimo rege sanEtico, in Suecia,
uenerabilis pontifex beatus Henricus, de Anglia oriundus[10].



16th centuries (Fig. 1). In the relatively short text there aearly
one thousand places where the versions differ from each. Ghree
the multitude of possible stemmata rises easily to astrononm-

bers, it has been impossible for researchers using traditimethods

Kolmogorov complexity [13, 16], defined as the length of thers-
est computer program to describe the given object. Howé{@l,
mogorov complexity is defined only up to a constant that ddpen
on the language used to encode programs, and what is motg-is f

of paper and pen to form the stemma and thus get reliable asswedamentally uncomputable. In the spirit of a number of enidie-

to the questions related to the writing and disseminatintheftext.
There have been some previous attempts to solve the proldéms
stemmatology with the aid of computer science. In particudbyo-
rithms developed for the needs of the computer-aided ¢lagis the
field of evolutionary biology have been used. In many casisshids
proven to be a fruitful approach, extending the possibtitbf stem-
matics to the analysis of more complex textual traditiorenthe-
fore. Moreover, formalizing the often informal and subjeetmeth-
ods used in manual analysis makes the methods and resdtaeibt
with them more transparent and brings them under objectingigy.
Still, many issues in computer-assisted stemmatic arsahgshain
unsolved, underlining the importance of advances towasteig!
and reliable methods for shaping the stemma of a text.

The paper is organized as follows: In Sec 2 we present a cri

thors [1, 2, 3,5, 9, 17, 24], we approximate Kolmogorov caerjty
by using a compression program. Currently, we gsé p based on
the LZ77 [26] algorithm, and plan to experiment with othempes-
sors in subsequent work. In particular, given two stringandy, the
amount of information iny conditional onx, denoted byC'(y | z)
is given by the length of the compressed version of the ceneaed
string -, y minus the length of the compressed version:Gfloné.
One of the advantages of using a string compression mettaid
operates directly on the text is that only minimal prepreoas (see
below) is required, contrary to most of the methods mentiatzove.
A simple example illustrating these concepts is given beto8ec. 4.
In addition to the MDL justification, our method can be seen
(an approximation of) maximum likelihood, another comnyaméed
eriterion in phylogeny that has good properties in terms hefot

as

terion for stemmatic analysis that is based on compression oretical (consistency) guarantees and empirical perfoo@d6]. The

the manuscripts. The intuitive idea behind compressisetieap-
proaches is that if a text can be significantly compressesh the
compression algorithm has found regularities which canusthér
exploited in an analysis such as ours. We then outline in $Sen
algorithm that searches in the space of tree-shaped stemamnat
chooses the one that minimizes the criterion. The methotuss- i
trated on a simple example in Sec. 4, where we also presemaiar
experiment using all 52 known variants of the legend of Strjle
and discuss some of the restrictions of the method and paterays
to overcome them. Conclusions are presented in Sec. 5.

2 A MINIMUM-INFORMATION CRITERION

One of the most applied methods in biological phylogeny isima
mum parsimony. A maximally parsimonious tree minimizesttiel
number of differences between connected nodes — i.e.,espaadi-
viduals, or manuscripts that are directly related — pogsi#ighted
by their importance. In stemmatology the analysis is basedani-
able readings that result from unintentional errors in éogyor in-
tentional omissions, insertions, or other modificationshik seminal
work on computer-assisted stemmatology, O’Hara used anpany
method of the PAUP software [23] in Robinson’s Textual €r#im
challenge [19]. For further applications of maximum parsiy and
related method, see [11, 15, 22, 25] and the referencesrthere

Our compression-basethinimum informationcriterion shares
many properties of the maximum parsimony method. Both can al
be seen as instances of tilnimum description lengtéMDL) prin-
ciple of Rissanen [18] — although this is slightly anachstict the
maximum parsimony method predates the more general MDIL- prin
ciple — which in turn is a formal version of Ockham’s razor.eTh
underlying idea in the minimum information criterion is toinia
mize the amount of information, arode-length required to repro-
duce all the manuscripts by the process of copying and miodify
the text under study. In order to describe a new version ofxést-e
ing manuscript, one needs an amount of information thatrmgpen
both the amount and the type of modifications made. For instan
describing a deletion of a word or a change of word order megui
less information than introducing a completely new expoess

maximum likelihood criterion requires that we have a pralistic
model for evolution, assigning specific probabilities fack kind of
change. The joint likelihood of the whole tree is then eveddaas
a product of likelihoods of the individual changes. The taehiev-
ing the highest joint likelihood given the observed datahint pre-
ferred. In the case of manuscripts, such a model is clearkerdif-
ficult to construct that in biology, where the probabilitiesmuta-
tion can be estimated from experimental data. Neverthetesmodel
for manuscript evolution is presented in [21]. Code-lesdthve an
interpretation in terms of likelihoods: sums of code-ldrgghave a
direct correspondence with products of likelihoods. If pnebability
induced by the information cos?;©¥!®) is approximately propor-
tional to the likelihood of creating a copybased on the originat,
then minimizing the total information cost approximatescimazing
the likelihood.

Let G = (V, E) be an undirected graph wheVéis a set of nodes
corresponding to the text variant8, C V x V is a set of edges.
We require that the graph is a connected bifurcating treegning
that (i) each node has either one or three neighbors, anthéiifree
is acyclic. Such a grap& can be made directed by picking any one
of the nodes as the root and directing each edge away fronotte r
Given a directed graph?, the total information cost of the tree is
given by

CG) = > C|Pdav) @
= Z C(Pav),v) — C(Pav)), (2
veV

where P&v) denotes the parent node ofunlessv is the root in
which case P@) is the empty string. Assuming that order has no
significant effect on the complexity of a concatenated gtrire., we
haveC(z,y) ~ C(y, ), as seems to be the case in our data, it can
be easily verified that for bifurcating trees, the above cargritten
as

CG~ Y. Chw—-2» C),

(v,w)eE veVr

©)

where the first summation has a term for each edge in the gaagh,

In order to be concrete, we need a precise, numerical, and cOMhe second summation goes over the set of interior nadedhe

putable measure for the amount of information. The commauky
cepted definition of the amount information in individualjedts is

6 We insert a newline in the end of each string and betweandy.



formula is a function of the undirected structuieonly: the choice
of the root is irrelevant. The factor two in the latter ternmees from
usingbifurcating trees.

For practical reasons we make three modifications to thig-cri
rion. First, as we explain in the next section, due to alpanit rea-
sons we need to splice the texts in smaller segments, noglahgn
roughly 10-20 words (in the experiment reported in Sec. 4usexl

terms of the segments, it is likely to give better values wienseg-
ments are longer than one word. Secondly, one of the most comm
modifications is change in word order. Using 10-20 word segse
we assign less cost to change in word order than to genuingeha
of words, unless the change happens to cross a segment.border
Perhaps surprisingly, given a tree structure, finding théncd
contents is feasible. The method for efficiently optimizthg con-

11). In order for the segments to cover the same part of thie textents of the hidden nodes is an instance of dynamic programanid

the variants need to be word-by-word aligned, which can lisba
achieved with relatively minor effort. Secondly, we fourtthat the
cost assigned bgzi p to reproducing an identical copy of a string
is too high in the sense that it is sometimes ‘cheaper’ to arfarge
part of the text for a number of generations and to re-invidatér in
an identical form. Therefore we define the cost of making amfid
cal copy to be zero. Thirdly, it is known that the variatioriieeen an
ampersand ('&’) and the wordt, and the letters andu was mostly
dependent on the style of the copyist and changed with tirdeen
gion, and thus, bears little information relevant to sterticenalysis.
This domain knowledge was taken into account by replacimgpth
of the above cases, all occurrences of the former by the{aftaus,
we use the following modified cost function

C'(G) =Y C'(vi | Pa(v)), (4)

veV i=1

wheren is the number of segments into which each text is splice
v; and Pa(v) are theith segment of variant and its parent, respec-
tively, all strings are modified according to the above rymsper-
sand toet, andv to u), andC’(x | y) equals theyzi p cost if z and

y differ, and zero otherwise. This modified cost also allowsmnf
similar to (3) and hence, is practically independent of theice of
the root.

3 AN ALGORITHM FOR CONSTRUCTING
STEMMATA

Since it is known that many of the text variants have beendoghg
the centuries between the time of the writing of the first Mers and
present time, it is not realistic to build a tree of only theatbs0 vari-
ants that we have as our data. This problem is even more peaitriim
biology where we can only make observations about organibats
still exist (excluding fossil evidence). The common way ahtlling
this problemis to include in the tree a number of ‘hidden’ esd.e.,
nodes representing individuals whose characteristicarambserved.
We construct bifurcating trees that haeobserved nodes as leafs,
andN — 2 hidden nodes as the interior nodes.

Evaluating the criterion (4) now involves the problem of liteg
with the hidden nodes. Without knowing the values of(Rg it is
not possible to computé”’ (v | Pa(v)). We solve this problem by
searching simultaneously for the best tree struatéiend for the op-
timal contents of the hidden nodes with respect to crite(@n As
mentioned above, we patch up the contents of the intericesirom
segments of length 10—-20 words appearing in some of theadail
variants. In principle we would like to do this on a per-wdndsis,
which would not be a notable restriction since it is indeezsmnable
to expect that a reconstruction only consists of words ajmpga the
available variants — any other kind of behavior would requather
striking innovation. However, since we evaluate tiel p cost in

7 Howeet al.[11] use as an example the workisk andchurchin 15th cen-
tury English whose variation mainly reflects local dialect.

called ‘the Sankoff algorithm’ [6] or ‘Felsenstein’s algm’ [20].

As Siepel and Haussler [20] note, it is in fact an instance of a
‘message-passing’ or ‘elimination’ algorithm in grapHicaodels
(see also [8]). The basic idea is to maintain for each nodéla ta
of minimal costs for the whole subtree starting at the nodesrg
that the contents of the node take any given value. For instdat

us fix a segment, and denote bY, . . ., ™ the different versions of
the segment that appear in some of the observed variantsnifiie
mal cost for the subtree starting at naggiven that the segment in
question of node contains the string”’ is given by (see [6])

cost(j) = min [C’(xk|xj)+cost1(k)}

+ min [C'(xl | 29) + cosz,(z)] ,

wherea andb are the two children of node For leaf nodes the cost
is defined as being infinite if does not match the known content

dof the node, and zero if matches or if the content of the node is

unknown. Evaluating cogtj) can be done for each segment inde-
pendently, starting from the leaf nodes and working towénégoot.
Finally, the (unconditional) complexity of the root is addso that
the minimal cost of the segment is obtained by choosing atdbe
the stringz’ that minimizes the sum cosk(j) + C’(z). The to-
tal cost of the tree is then obtained by summing over the nahim
costs for each segment. After this, actually filling the eort$ can
be done by propagating back down from the root towards this.lea
It is important to remember that while the algorithm for opitzing
the contents of the hidden nodes requires that a root istseleihe
resulting cost and the optimal contents of the hidden nodsde-
pend on the undirected structure (see Eg. (3)).

There still remains the problem of finding the tree structurieich
together with corresponding optimal contents of the hiddedes
minimizes criterion (4). The obvious solution, trying albgsible
tree structures and choosing the best one, fails becaus¥ feafs
nodes, the number of possible bifurcating trees is expasigntarge
(see [6]). Instead, we have to resort to heuristic seargmgirto find
as good a tree as possible in the time available.

We use a simulated annealing algorithm [12] that starts arithr-
bitrary tree and iteratively tries to improve it by small dom modi-
fication, such as exchanging the places of two subfiré&agery mod-
ification that reduces the value of the criterion is accepiedrder to
escape local optima in the search space, modificationsribagdase
the value are accepted with probability

exp (Cc/JId ;CI{IEW) ,

whereC}q is the cost of the current tre€},,, is the cost of the modi-
fied tree, and’ is a ‘temperature’ parameter that is slowly decreased
to zero; hence the name ‘simulated annealing’. In our mapeBx
ment, reported in the next section, we performed several ofinp to

8 The algorithm also takes advantage of the fact that chailgesxchanging
subtrees only require partial updating of the dynamic peogning table
used to evaluate the information cost.



2,500,000 iterations, which we found to be sufficient in ceftting.
The best tree of all the runs was then retained as the finaboec

4 RESULTS AND DISCUSSION

We first illustrate the behavior of the method by an artifielhmple
in Fig. 2. Assume that we have observed five pieces of textysiad
the tips of the tree’s branches. Because the text is so shergngth

of the segment was fixed to one word. One of the trees — not the

only one — minimizing the information cost with total cost 44
units (bytes) is drawn in the figure. Even though, as expthateove,
the obtained tree is undirected, let us assume for simplibét the
original version is the topmost onésénctus henricus ex Anglig’
The sum of the (unconditional) complexities of the four weal this
string is equal t®8 + 9+ 3+ 7 = 27, which happens to coincide with
the length of the string, including spaces and a finishindinewThe
changes, labeled by number 1-5 in the figure, yiel$+3+3+3 =
17 units of cost. Thus the total cost of the tree eqals+ 17 = 44
units.

sanctus henricus ex Anglia z y c’
1 1. sanctus — beatus 5

. . 2. ex — in 3
beatus henricls ex Anglia 3. henricus —  Henricus 3
4. Anglia — anglia 3

5. ex — in 3

beatus henricus ex Anglia  bea¥ys henricus ex Anglia

2. 3. &4

. . . nricus ex anglia
beatus henricus in Anglia

beatus Henricus in anglia

beatus Henricus ex anglia

The following potential problems and sources of bias in teitt-
ing stemmata are roughly in decreasing order of severity:

1. Thegzi p algorithm does not even attempt to fully reflect the pro-
cess of imperfectly copying manuscripts. It remains to lelist
how sensible thgzi p information cost, or costs based on other
compression algorithms, are in stemmatic analysis.

2. Trees are not flexible enough to represent all realisgénagos.
More than one original manuscript may have been used when cre
ating a new one — a phenomenon terncedtamination(or hori-
zontal transfer in genomics). Point 5 below may provide atsah

but for non-tree structures the dynamic programming apgroa
doesn’t work and serious computational problems may arise.

3. Patching up interior node contents from 10-20 word segsnien
a restriction. This restriction could be removed for costdiions
that are defined as a sum of individual words’ contributicsch
cost functions may face problems in dealing with change atiwo
order.

4. The number of copies made from a single manuscript cantss ot

than zero and two. The immediate solution would be to use mul-
tifurcating trees in combination with our method, but théxds
the problem that the number of internal nodes strongly &dfec
the minimum-information criterion. The modification hidtéo at
point 5 may provide a solution to this problem.

5. Rather than looking for the tree structure that togethr the op-
timal contents of the interior nodes minimizes the costgtild be
more principled from a probabilistic point of view to ‘margilize’
the interior nodes (see [8]). In this case we should alsowatdor
possible forms (words or segments) not occurring in any @b+
served variants. However, if this could be done, one couldlliea
arbitrary graph structures, although this may be componatly
demanding.

6. The search space is huge and the algorithm only finds adptal

mum whose quality cannot be guaranteed. Bootstrappingcidid]
be used to identify which parts of the tree are uncertain due t
problems in search (as well as due to lack of evidence).

In future work we plan to investigate ways to overcome some of

Figure 2. An example tree obtained with the compression-based method these limitations. to carry out more experiments with moaadn

for the five strings at the tips of the branches. Changes aterlined and
numbered. Costs of changes are listed in the box. Best rzaotisns at
interior nodes are shown at the branching points.

As our main experiment, we analyzed all the known 52 variafts
the legend of St. Henry. The variants contained 23-942 wead$.
The best (wrt. the information cost) tree found is shown o Bi By
comparing the tree with earlier results [10], it can be séw many
groups of variants have been successfully placed next to eher.
For instance, groups of Finnish variants appearing in thetinat are

believed to be related are Ho—I-K-T and R—S. Among the gtinte

versions the pairs BA-BS and BLu-BL are correctly identfffed
Other pairs of variants appearing in the tree that are betido be

order to validate the method and to compare the results Wwithet
obtained with, for instance, the existing methods in Congphd4],
Phylip [7], and PAUP [23]. We are also planning to make thelenp
mentation publicly available. Among the possibilities wavé not
yet explored is the reconstruction of a likely original telxt fact, in
addition to the stemma, the method finds an optimal — i.eijrait
with respect to the criterion — history of the manuscriptliting
a text version at each branching point of the stemma. Asgyimin
point of origin, or a root, in the otherwise undirected stemtree,
thus directly suggests a reconstruction of the most origieesion.

5 CONCLUSIONS

directly related are JG-B, O—P, NR2—-JB, LT-E, AJ-D, and MN—Y We proposed a new compression-based criterion, and aniatesbc

In addition, the subtree including the ten nodes startin@aadl in-
cluding) BU and Dr is rather well supported by traditionalthms.
All'in all, the tree corresponds very well with relationshigiscov-
ered with more traditional methods, and suggests many grthat
are well in line with the evidence but have been previousiyeaog-
nized.

9 We also used bootstrapping to evaluate the confidence irethgt but due
to space restrictions we present only results pertainintheéosingle best
tree.

10 The printed versions are especially suspect to contarnmatince it is
likely that more than one manuscript was used when compasprinted
version.

algorithm for computer-based stemmatic analysis. The atetias
applied to the tradition of the legend of St. Henry of Finlaod
which some fifty manuscripts are known. Even for such a moder-
ate number, manual stemma reconstruction is prohibitivetdithe
vast number of potential explanations, and the obtaineurste is
the first attempt at a complete stemma of the legend of St.yHenr
The relationships discovered by the method are largelyatipg by
more traditional analysis in earlier work Moreover, ouruks have
pointed out groups of manuscripts not noticed in earliermahanal-
ysis. Consequently, they have contributed to research eetiend

of St. Henry carried out by historians and helped in formingeav
basis for future studies.



Figure 3. Best tree found. Most probable place of origin accordingl jndicated by color and shape — Finland (blue rectangle):
Ab,K,Ho,l,T,A,R,S,H,N,Fg; Vadstena monastery in Sweded ¢liamond): AJ,D,CP,E,LT,MN,Y,JB,NR,NR2,Li,F,G; CexitEurope (yellow hexagon): JG,B;
other, mostly Sweden (white oval). Some groups supporteshbljer work are circled in red.

Trying to reconstruct the earliest version of the text anel dii [2
rection of the relationships between the nodes in the steiaraa
exciting line of research. We are currently carrying out tcolled 3l
experiments with artificial data with known ‘ground-trutbolution
to which the results can be compared. Outside historicabiwidgi-
cal applications, analysis of computer viruses is an istarg future [4]
research topic.

[8]
ACKNOWLEDGEMENTS (6]
This work has significantly benefited from discussions witimimi [71

Mononen and Kimmo Valtonen at HIIT, and Prof. Paul Vitangda
Rudi Cilibrasi at CWI. This work was supported in part by ISTOP
gramme of the European Community, under the PASCAL Network
of Excellence, IST-2002-506778. This publication only eefs the
authors’ views. [9]

(8]

REFERENCES [10]

[1] D. Benedetto, E. Caglioti, and V. Loreto, ‘Language sead zipping’,
Physical Review Letter88(4), 048702—-1-048702-4, (2002).

C.H. Bennett, M. Li, and B. Ma, ‘Chain letters and evolutary histo-
ries’, Scientific American76-81, (November 2003).

X. Chen, S. Kwong, and M. Li, ‘A compression algorithm fBiNA
sequences and its applications in genome comparisogimme In-
formatics eds., K. Asai, S. Miyano, and T. Takagi, Tokyo, (1999). Uni-
versal Academy Press.

R. Cilibrasi, A.-L. Cruz, and S. de Rooij. Complearn viers0.8.20,
2005. Distributed atwwv. conpl ear n. or g.

R. Cilibrasi and P.M.B. Vitanyi, ‘Clustering by comgssion’, IEEE
Transactions on Information Theqryl(4), 1523-1545, (2005).

J. Felsensteininferring phylogeniesSinauer Associates, Sunderland,
Massachusetts, 2004.

J. Felsenstein. PHYLIP (Phylogeny inference packagsayion 3.6,
2004. Distributed by the author, Department of Genome SegnuJni-
versity of Washington, Seattle.

N. Friedman, M. Ninio, |. Pe’er, and T. Pupko, ‘A struciiEM algo-
rithm for phylogenetic inferenceJournal of Computational Biology
9, 331-353, (2002).

S. Grumbach and F. Tahi, ‘A new challenge for compresaigorithms:
genetic sequencesJournal of Information Processing and Manage-
ment 30(6), 875-866, (1994).

T. Heikkila, Pyhan Henrikin legendén Finnish), Suomalaisen Kirjal-
lisuuden Seuran Toimituksia 1039, Helsinki, 2005.



(11]

(12]
(23]
(14]

(18]

[16]

(17]

(18]

(19]

C.J. Howe, A.C. Barbrook, M. Spencer, P. Robinson, Brdatejo, and
L.R. Mooney, ‘Manuscript evolutionTrends in Geneti¢sl7(3), 147—
152, (2001).

S. Kirkpatrick, C.D. Gelatt Jr., and M.P. Vecchi, ‘Opiization by sim-
ulated annealing’Science220(4598), 671-680, (1983).

A.N. Kolmogorov, ‘Three approaches to the quantitatdefinition of
information’, Problems in Information Transmissipk(1), 1-7, (1965).
H.R. Kiinsch, ‘The jackknife and the bootstrap for gahetationary
observations’ Annals of Statisticsl7(3), 1217-1241, (1989).

A.-C. Lantin, P. V. Baret, and C. Macég, ‘Phylogenetiw@alysis of Gre-
gory of Nazianzus’ Homily 27’, in7émes Journées Internationales
d’Analyse statistigue des Données Textueksss., G. Purnelle, C. Fa-
iron, and A. Dister, pp. 700-707, Louvain-la-Neuve, (2004)

M. Li and P.M.B. Vitanyi,An Introduction to Kolmogorov Complexity
and Its Applications, 2nd. EdSpringer-Verlag, New York, 1997.

D. Loewenstern, H. Hirsh, P. Yianilos, and M. Noordesvi®NA se-
guence classification using compression-based inductitechnical
Report 95-04, DIMACS, (1995).

J. Rissanen, ‘Modeling by shortest data descriptidnifomatica 14,
465-471, (1978).

P. Robinson and R.J. O’Hara, ‘Report on the textualaisitn challenge

[20]

[21]

[22]

(23]

[24]

[25]

[26]

1991’, Bryn Mawr Classical Reviewd(4), 331-337, (1992).

A. Siepel and D. Haussler, ‘Phylogenetic estimation aointext-
dependent substitution rates by maximum likelihoddolecular Bi-
ology and Evolution21(3), 468—-488, (2004).

M. Spencer and C.J. Howe, ‘How accurate were scribesathemati-
cal model’,Literary and Linguistic Computind.7(3), 311-322, (2002).
M. Spencer, K. Wachtel, and C.J. Howe, ‘The Greek Valag the
Syra Harclensis: A comparative study on method in explotexgual
genealogy’,TC: A Journal of Biblical Textual Criticism7, (2002).

D.L. Swofford. PAUP*: Phylogenetic analysis using giatony (*and
other methods). version 4., 2003.

J.-S. Varre, J.-P. Delahaye, aBdRivals, ‘The transformation distance:
a dissimilarity measure based on movements of segmen®Btpiceed-
ings of German Conference on Bioinformatis®el, Germany, (1998).
E. Wattel and M.P. van Mulken, ‘Weighted formal suppofta pedi-
gree’, in Studies in Stemmatologgds., P. van Reenen and M.P. van
Mulken, 135-169, Benjamins Publishing, Amsterdam, (1996)

J. Ziv and A. Lempel, ‘A universal algorithm for sequiathtdata com-
pression’,|IEEE Transactions on Information Theor33(3), 337-343,
(1977).



