Approximate String-Matching over Suffix Trees

Esko Ukkonen
Department of Computer Science, University of Helsinki
P. O. Box 26, SF-00014 University of Helsinki, Finland
e-mail: ukkonen@cs.helsinki.fi

Abstract. The classical approximate string-matching problem of finding the locations of approximate occurrences $P'$ of pattern string $P$ in text string $T$ such that the edit distance between $P$ and $P'$ is $\leq k$ is considered. We concentrate on the special case in which $T$ is available for preprocessing before the searches with varying $P$ and $k$. It is shown how the searches can be done fast using the suffix tree of $T$ augmented with the suffix links as the preprocessed form of $T$ and applying dynamic programming over the tree. Three variations of the search algorithm are developed with running times $O(mq + n)$, $O(mq \log q + \text{size of the output})$, and $O(m^2q + \text{size of the output})$. Here $n = |T|$, $m = |P|$, and $q$ varies depending on the problem instance between 0 and $n$. In the case of the unit cost edit distance it is shown that $q = O(\min(n,m^{k+1}|\Sigma|^k))$ where $\Sigma$ is the alphabet.

1 Introduction

The approximate string-matching problem is to find the approximate occurrences of a pattern in a text. We will consider the problem in the following form: Given text $T = t_1t_2\cdots t_n$ and pattern $P = p_1p_2\cdots p_m$ in alphabet $\Sigma$, and a number $k \geq 0$, find the end locations $j$ of all substrings $P'$ of $T$ such that the edit distance between $P$ and $P'$ is $\leq k$.

The edit distance between $P$ and $P'$ is the minimum possible total cost of a sequence of editing steps that convert $P$ to $P'$. Each editing step applies a rewriting rule of the forms $a \rightarrow \varepsilon$ (deletion), $\varepsilon \rightarrow b$ (insertion), or $a \rightarrow b$ (change) where $a, b \in \Sigma$, $a \neq b$.

The problem has the following four subcases:

1. $k = 0$, no preprocessing of $T$ (exact on-line string-matching).
2. $k = 0$, with preprocessing of $T$ (exact off-line string-matching).
3. $k > 0$, no preprocessing of $T$ (approximate on-line string-matching).
4. $k > 0$, with preprocessing of $T$ (approximate off-line string-matching).

Case 1 leads to the well-known Boyer–Moore and Knuth–Morris–Pratt algorithms. Case 2 has optimal solutions based on suffix trees [16, 25] or on suffix automata (DAWG) [3, 6, 7]. Case 3 has recently received lot of attention [8, 9, 26]. The simplest solution is by dynamic programming in time $O(mn)$ where $m = |P|$ and $n = |T|$. For the $k$–differences problem (each edit operation has cost 1) fast special methods are possible, including $O(kn)$ time algorithms, see e.g. [14, 10, 23, 19, 5, 21].
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This paper deals with Case 4, which also could be called the problem of approximate string searches over indexed files. The problem is to find a suitable preprocessing for $T$ and an associated search algorithm that finds the approximate occurrences of $P$ using the preprocessed $T$ for varying $P$ and $k$. We show how this can be solved fast using the suffix tree (for simplicity, the algorithms will be formulated for the suffix-trie) of $T$ augmented with the suffix links, and applying dynamic programming over the tree. Recall that a suffix tree for $T$ is, basically, a trie representing all the suffixes of $T$. It can be constructed in time $O(n)$. Therefore the preprocessing phase of our algorithms will be linear.

Perhaps the most natural way of applying dynamic programming over a suffix tree is to make a depth-first traversal that finds all substrings $P'$ of $T$ at a distance $\leq k$ from $P$. (Note that this is not exactly our problem; we want only the end points of such strings $P'$.) The search is easy to organize because all possible substrings of $T$ can be found along some path starting from the root of the tree. Each path is followed until the edit distance between the corresponding substring and all prefixes of $P$ becomes $> k$. The backtracking point can be found using the column of edit distances that is evaluated at each node visited during the traversal. This type of method is described and analyzed by Baeza-Yates & Gonnet [2] (see also Remark 2 of [13]). The method is further applied in [2, 11] for finding significant alignments between all pairs of substrings of $T$.

In the worst case, the above method evaluates $O(mn)$ columns of edit distances which is more than the $n$ columns evaluated by the simple on-line algorithm with no preprocessing of $T$. In this paper we show how to apply dynamic programming over the suffix tree such that in the worst case the number of evaluated columns stays $\leq n$ and can in a good case be much smaller.

To explain the idea, let $T = aaaaaaabbabbb$, $P = abbb$, and $k = 1$. In this case there is lot of repition in the on-line dynamic programming algorithm. It evaluates a table which has a column of $m + 1$ entries for each symbol $t_j$ of $T$. We call an entry essential if its value is $\leq k$. The occurrences of $P$ can be found using only the essential entries: if the last entry of a column is essential then there is an approximate occurrence whose edit distance from $P$ is $\leq k$ ending at that column. A column and its essential part in particular can depend only on a substring of $T$ of length $O(m)$. We call this substring a viable $k$-approximate prefix of $P$ in $T$. If two columns have same viable prefix then their essential part must be identical. In our example, the eight columns corresponding to the eight a’s at the beginning of $T$ will have the same viable prefix and hence the same essential part of the column.

To avoid evaluating a column whose viable prefix has occurred earlier we store columns into the suffix tree. A column with viable prefix $Q$ is stored with the state that can be reached along the $Q$-path from the root. The search algorithm performs a traversal over the tree that spells out string $T$. The traversal can follow both the normal trie transitions and the suffix transitions. During the traversal, new columns are evaluated for each $t_j$ except if we can conclude that the viable prefix at $t_j$ will be the same as some older prefix. In this case the evaluation can be skipped; we have already stored a column with the same essential part.

The number of columns evaluated by the method is $\leq n$ and proportional to $q$ where $q$ is the total number of different viable prefixes in $T$. For small $k$, $q$ can be considerably smaller than $n$. 
We elaborate the above idea into three algorithms of different degrees of sophistication. The introductory Algorithm A (Section 4) runs in time $O(mq + n)$ and always needs time $O(n)$. This undesirable dependency on $n$ is eliminated by using more complicated data structures in Algorithm B (Section 5) which has running time $O(mq \log q + \text{size of the output})$. Algorithm C (Section 6) is finally an easy-to-implement simplification of Algorithms A and B. It can evaluate more than $n$ columns and has running time $O(m^2 q + \text{size of the output})$. We also show that $q \leq \min(n, m\frac{1}{k}(m + 1)^{k+1}((\Sigma + 1)^h) = O(\min(n, m\frac{1}{k}(\Sigma^h)))$.

The exponential growth of $q$ as a function of $k$ suggests that while our methods can be very fast for small $k$, their running time rapidly approaches the time of the on-line algorithm when $k$ grows. In an interesting paper [17] (see also [1]), Myers points out that this inherent difficulty in our problem can be relieved by dividing $P$ into smaller subpatterns and performing the search with a reduced error level for each subpattern. This filters out the interesting regions of $T$ where one then attempts to expand the approximate occurrences of the subpatterns into $k$-approximate occurrences of the whole $P$. A simpler ‘$q$-gram’ method along similar lines is described in [13].

2 The approximate string matching problem

An edit operation is given by any rewriting rule of the form $a \to \epsilon$ (a deletion), $\epsilon \to a$ (an insertion), or $a \to b$ (a change), where $a$, $b$ are any symbols in alphabet $\Sigma$, $a \neq b$, and $\epsilon$ is the empty string. Each operation $x \to y$ has a cost $c(x \to y) > 0$.

Operation $a \to a$ is called the identity operation for all $a \in \Sigma$. It has cost $c(a \to a) = 0$.

Let $A = a_1a_2 \cdots a_m$ and $B = b_1b_2 \cdots b_n$ be strings over $\Sigma$. A trace from $A$ to $B$ is any sequence $\tau = (x_1 \to y_1, x_2 \to y_2, \ldots, x_k \to y_k)$ of edit operations and identity operations such that $A = x_1x_2 \cdots x_k$ and $B = y_1y_2 \cdots y_k$. The cost of a trace $\tau$ is $c(\tau) = \sum_{i=1}^{k} c(x_i \to y_i)$. The edit distance $E(A, B)$ between $A$ and $B$ is the minimum possible cost of a trace from $A$ to $B$ [24]. The unit cost edit distance which means that each edit operation has cost $= 1$ is denoted as $E_1(A, B)$.

The intuition behind this definition is that $E(A, B)$ will be the minimum possible total cost of a sequence of editing steps that convert $A$ into $B$ such that each symbol is rewritten at most once. Distance $E(A, B)$ can be evaluated in time $O(mn)$ by a very simple form of dynamic programming [24]. The method evaluates an $(m+1) \times (n+1)$ table $e$ such that $e(i, j) = E(a_1 \cdots a_i, b_1 \cdots b_j)$. Hence $E(A, B) = e(m, n)$.

If $E(A, B) \leq k$ we say that $B$ is a $k$-approximation of $A$.

Definition. Let $P = p_1p_2 \cdots p_m$ be a pattern string and $T = t_1t_2 \cdots t_n$ a text string over $\Sigma$, and let $k$ be a number $\geq 0$. The approximate string matching problem with threshold $k$ is to find all $j$ such that the edit distance $E(P, P')$ between $P$ and some substring $P' = t_j \cdots t_j$ of $T$ ending at $t_j$ is $\leq k$. Then $P$ has a $k$-approximate occurrence $P'$ at position $j$ of $T$.

The approximate string matching problem can be solved on-line, without preprocessing of $T$, with a very slightly modified form of the dynamic programming for the the edit distance [18]: Let $D(i, j)$ be the minimum edit distance between the
prefix \( P_i = p_1 \cdots p_i \) of \( P \) and the substrings of \( T \) ending at \( t_j \). The \((m+1) \times (n+1)\) table \( D(i, j), 0 \leq i \leq m, 0 \leq j \leq n \), of such values can be evaluated from

\[
D(0, j) = 0, \quad 0 \leq j \leq n; \\
D(i, j) = \min \begin{cases} 
D(i - 1, j) + c(p_i \rightarrow e) \\
D(i - 1, j - 1) + (\text{if } p_i = t_j \text{ then } 0 \text{ else } c(p_i \rightarrow t_j)) \\
D(i, j - 1) + c(e \rightarrow t_j)
\end{cases}
\]

for \( 1 \leq i \leq m, 0 \leq j \leq n \). It should be emphasized that all entries \( D(0, j) \) on row 0 of this table have value 0 while in the corresponding table for the edit distance between \( P \) and \( T \) only the \((0, 0)\)-entry gets value 0.

The solution to the problem can be read from the last row of table \( D \); there is a \( k \)-approximate occurrence of \( P \) in \( T \) at position \( j \) if and only if \( D(m, j) \leq k \).

In the sequel, an important technical tool will be the length \( L(i, j) \) of the shortest substring of \( T \) ending at \( t_j \) whose edit distance from \( P_i \) equals \( D(i, j) \). Value \( L(i, j) \) obviously satisfies

\[
L(0, j) = 0, \quad 0 \leq j \leq n; \\
L(i, j) = \begin{cases} 
\text{if } D(i, j) = D(i - 1, j) + c(p_i \rightarrow e) \text{ then } L(i - 1, j) \\
\text{else if } D(i, j) = D(i - 1, j - 1) + (\text{if } p_i = t_j \text{ then } 0 \text{ else } c(p_i \rightarrow t_j)) \\
\quad \text{then } L(i - 1, j - 1) + 1 \\
\quad \text{else } L(i, j - 1) + 1
\end{cases}
\]

for \( 1 \leq i \leq m, 0 \leq j \leq n \).

Tables \( D \) and \( L \) can be conveniently evaluated, column-by-column, in an on-line, left-to-right scan of \( T \). Columns \( D(*, j) \) and \( L(*, j) \) can be produced from \( D(*, j - 1), L(*, j - 1) \), and symbol \( t_j \) of \( T \). The evaluation can be organized as function \( dp \), given below, which will return \((D(*, j), L(*, j))\) as \( dp(D(*, j - 1), L(*, j - 1), t_j) \):

\[
\text{function } dp(d(0 \ldots m), l(0 \ldots m), t): \\
d(0) \leftarrow l(0) \leftarrow 0; \\
\text{for } j \leftarrow 1 \text{ to } m \text{ do} \\
\quad d(i) \leftarrow d(i - 1) + c(p_i \rightarrow e) \\
\quad l(i) \leftarrow l(i - 1) \\
\quad \text{if } d'(i - 1) + (\text{if } p_i = t_j \text{ then } 0 \text{ else } c(p_i \rightarrow t_j)) < d(i) \text{ then} \\
\quad \quad d'(i) \leftarrow d'(i - 1) + (\text{if } p_i = t_j \text{ then } 0 \text{ else } c(p_i \rightarrow t_j)) \\
\quad \quad l'(i) \leftarrow l'(i - 1) + 1; \\
\quad \text{if } d'(i) + c(e \rightarrow t_j) < d(i) \text{ then} \\
\quad \quad d(i) \leftarrow d'(i) + c(e \rightarrow t_j) \\
\quad \quad l(i) \leftarrow l'(i) + 1; \\
\quad \text{return}(d, l).
\]

This takes time \( O(m) \) and the evaluation of \( D \) and \( L \) therefore takes total time of \( O(mn) \). Other on-line algorithms running in \( O(kn) \) expected time [20, 4] (these methods can easily be incorporated into procedure \( dp \)) or in \( O(kn) \) worst-case time (for the unit cost edit distance) [10, 23] are also known.

In the next sections we develop algorithms that are off-line with respect to \( T \). We assume that \( T \) has been preprocessed into a suffix tree and study how the evaluation of \( D \) can be organized in a more efficient way.
3  \textit{k–approximate prefixes of } P

The on-line solution to our problem in Section 2 has the drawback that dynamic programming is explicitly repeated over identical repeated substrings of \( T \). This may create unnecessary work because the content of each column \( D(s, j) \) of \( D \) depends only on a relatively short substring of \( T \). If such a substring occurs again in \( T \), the dynamic programming would give a column that is equal to an old column. Our new algorithms avoid the repetition of such identical calculations.

To make this precise we first define the \textit{essential entries} of \( D \). The approximate string matching problem can be solved using only entries \( D(i, j) \leq k \) of \( D \). Therefore we call each entry \( D(i, j) \leq k \) an \textit{essential} entry. By (1), (2), an essential entry depends only on other essential entries in the sense that the inessential entries of \( D \) could be replaced by default value \( \infty \) without affecting the content of the essential part.

Let \( D(s, i) \) and \( D(s, j) \) be any two columns of \( D \) and let \( L(s, i) \) and \( L(s, j) \) be the corresponding columns of \( L \). Then pairs \( (D(s, i), L(s, i)) \) and \( (D(s, j), L(s, j)) \) are called \textit{equivalent}, denoted \( (D(s, i), L(s, i)) \equiv (D(s, j), L(s, j)) \), if the essential entries of \( D(s, i) \) and \( D(s, j) \) have identical contents and the corresponding entries of \( L(s, i) \) and \( L(s, j) \) have identical contents. In other words, if \( D(h, i) \leq k \) or \( D(h, j) \leq k \) for some \( 0 \leq h \leq m \), then \( D(h, i) = D(h, j) \) and \( L(h, i) = L(h, j) \).

Next we define the substring \( Q_j \) of \( T \) that determines the essential part of \( D(s, j) \). Recall here that the Knuth–Morris–Pratt algorithm of exact string matching has the property that it finds at each text location \( j \) the \textit{longest} prefix \( p_1 \cdots p_k \) of pattern \( P \) that occurs at \( j \), i.e., \( p_1 \cdots p_k = t_{j-i+1} \cdots t_j \) is a \( 0 \)-approximation of \( p_1 \cdots p_k \) that occurs at \( j \). The use of \( Q_j \) can be seen as a generalization of this to the approximate case: \( Q_j \) will be a \( k \)-approximation of \( p_1 \cdots p_k \) that occurs at \( j \) in \( T \).

Let \( T_j = t_1 \cdots t_j \) be the prefix of \( T \) ending at \( j \), and let \( \lambda(T_j) = L(i, j) \) where \( i \) is the largest index such that \( D(i, j) \) is essential. Obviously, \( P_i = p_1 \cdots p_k \) is the longest prefix of \( P \) that has a \( k \)-approximation at the end of \( T_j \). String \( t_{j-\lambda(T_j)+1} \cdots t_j \) is such an approximation, in fact, the shortest one.

**Definition.** String \( Q_j = t_{j-\lambda(T_j)+1} \cdots t_j \) is called the \textit{viable \( k \)-approximate prefix} of \( P \) at \( j \) (\textit{viable prefix at } \( j \), for short). If \( \lambda(T_j) = 0 \) then \( Q_j = \varepsilon \).

String \( Q_j \) is ‘viable’ in the sense that it can be a prefix of a \( k \)-approximate occurrence of the whole \( P \).

\begin{definition}
Viable prefix \( Q_i \) determines the essential part of column \( D(s, i) \):
\end{definition}

**Theorem 1.** If \( Q_i = Q_j \) then \( (D(s, i), L(s, i)) \equiv (D(s, j), L(s, j)) \).

\begin{proof}
It is helpful to consider table \( D \) as a solution to a shortest path problem in the \textit{edit graph} associated with our pattern matching problem.

Such a graph consists of nodes \( G(i, j), 0 \leq i \leq m, 0 \leq j \leq n \), and of weighted directed arcs that form a regular grid as follows: There is an arc \( (G(i-1, j), G(i, j)) \) with weight \( c(p_i \rightarrow \varepsilon) \) for all \( 1 \leq i \leq m, 0 \leq j \leq n \); an arc \( (G(i-1, j-1), G(i, j)) \) with weight \( 0 \) if \( p_i = t_j \) and with weight \( c(p_i \rightarrow t_j) \) otherwise for all \( 1 \leq i \leq m, 1 \leq j \leq n \); and an arc \( (G(i, j-1), G(i, j)) \) with weight \( c(\varepsilon \mapsto t_j) \) for all \( 1 \leq i \leq m, 1 \leq j \leq n \). Then \( D(i, j) \) gives the length of a shortest path in this graph among all paths that lead from any node \( G(0, j') \) on the row \( 0 \) to node \( G(i, j) \). Value \( L(i, j) \)
indicates the start node of a steepest path: \( L(i, j) \) is the smallest value such that a shortest path to \( G(i, j) \) starts from \( G(0, j - L(i, j)) \).

Let now \( i \) and \( j \) be as in the theorem and let \( h \) be the largest index such that \( D(h, i) \leq k \). Hence \( |Q_i| = L(h, i) \). Then for each \( r \leq h \), there is a shortest path to \( G(r, i) \) that starts from some node \( G(0, i - |Q_i|), G(0, i - |Q_i| + 1), \ldots, G(0, i) \). To evaluate the essential entries of column \( D(s, i) \) correctly it therefore suffices to consider only subgraph \( G_i \) of the edit graph spanned by nodes \( G(r, s) \), \( 0 \leq r \leq m, \ i - |Q_i| \leq s \leq i \). Similarly, to evaluate the essential entries of column \( D(s, j) \) it suffices to consider only subgraph \( G_j \) spanned by nodes \( G(r, s) \), \( 0 \leq r \leq m, \ j - |Q_j| \leq s \leq j \). Graphs \( G_i \) and \( G_j \) have identical topology and weights because \( Q_i = Q_j \). Hence their shortest path problems have identical solutions, in particular, the essential entries of \( D(s, i) \) and \( D(s, j) \) have to be identical as well as the corresponding entries of \( L(s, i) \) and \( L(s, j) \). \( \square \)

**Example.** Let \( T = \text{aaaaaaabbabbbb} \), \( P = \text{abbb} \), and \( k = 1 \). Assume the unit cost model of the edit distance (each edit operation has cost = 1). Then table \( D \) is

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>a</th>
<th>a</th>
<th>a</th>
<th>a</th>
<th>a</th>
<th>b</th>
<th>b</th>
<th>b</th>
<th>b</th>
<th>b</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>d</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

and table \( L \) is

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>d</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The viable prefixes are \( Q_1 = a \) (because \( D(2, 1) \) is the last essential entry of \( D(s, 1) \), and \( L(2, 1) = 1 \)), \( Q_2 = Q_3 = \ldots = Q_8 = a \), \( Q_9 = ab \), \( Q_{10} = abb \), \( Q_{11} = abbb \), \( Q_{12} = \ldots = Q_{16} = bbb \). There are five different viable prefixes. \( \square \)

For each \( j \) we let \( Q'_j = Q_{j-1} \cdot t_j \). The following theorem says that viable prefix \( Q_j \) can not start properly before \( Q_{j-1} \).

**Theorem 2.** \( Q_j \) is a suffix of \( Q'_j \).

**Proof.** Using the interpretation of \( D \) as a solution to the shortest path problem (see the proof of Theorem 1), one first notices that values \( L(h, j) \) are non-decreasing when \( h \) grows: If \( h < h' \) then \( L(h, j) \leq L(h', j) \). The rest of the proof is a simple case analysis of how \( L(h, j) \) where \( h \) is the largest index such that \( D(h, j) \leq k \) can depend on the entries of \( L(s, j - 1) \). \( \square \)

### 4 Dynamic programming over suffix trees

We will evaluate table \( D \) using \( T \) represented as a suffix tree. First we recall the alternative forms of such trees.
Suffix tree of $T$. The suffix tree of $T$ is a data structure representing all the suffixes $T^i = t_i \cdots t_n$, $1 \leq i \leq n+1$, of $T$. We distinguish three versions of such a structure.

The uncompact version of a suffix tree is called a suffix trie of $T$, denoted $STrie(T)$. It is the unique deterministic finite-state automaton that recognizes the suffixes $T^i$ of $T$ and nothing else, and has tree-shaped transition graph. The transition graph is the trie representing strings $T^i$.

Let root denote the initial state and $g$ the transition function of $STrie(T)$. We say that there is a goto-transition from state $r$ to state $s$ on input $a \in \Sigma$ if $s = g(r, a)$. If there is a goto-transition path from $r$ to $s$ on input symbols whose concatenation is string $x$ we write $s = g(r, x)$.

We augment $STrie(T)$ with the suffix function $f$, defined for each state $s$, $s \neq$ root, as follows: As $s \neq$ root, there is a symbol $a$ and a string $x$ in $\Sigma^*$ such that $g(root, ax) = s$. We set $f(s) = r$ where $r$ is the state such that $g(root, x) = r$. We say that there is a suffix transition from $s$ to $r$. A suffix transition does not consume any input.

The size of $STrie(T)$ is $O(|T|^2)$. $STrie(T)$ is easy to construct (see e.g. [23, 22]) but its quadratic size makes it impractical. Fortunately, $STrie(T)$ has linear size representations that can be constructed in linear time, namely the compact suffix tree [25, 16, 22] and the suffix automaton (DAWG) [3, 6, 7].

For simplicity, the suffix trie $STrie(T)$ consisting of functions $g$ and $f$ will be used in the description of our algorithms. However, the actual implementation will be done using the standard linear-size suffix tree or suffix automaton for $T$. This does not change the complexity bounds derived here for $STrie(T)$.

Algorithm A. The algorithm will traverse in $STrie(T)$ a path of goto and suffix transitions that starts from root and spells out in its goto-transitions string $T$. Combined with this the columns of $D$ that correspond to different viable prefixes $Q_i$ will be evaluated. Each such column $D(s, i)$ together with column $L(s, i)$ will be stored with state $r_i = g(root, Q_i)$ as $d(r_i) \leftarrow D(s, i)$, $l(r_i) \leftarrow L(s, i)$.

The traversal goes through states $r_0$, $s_1$, $r_1$, $s_2$, $r_2$, $s_n$, $r_n$ where $r_0 =$ root, $r_i = g(root, Q_i)$, and $s_i = g(root, Q'_i)$. The transition from $r_{i-1}$ to $s_i$ is a goto-transition for $t_i$ because $s_i = g(root, Q'_i) = g(root, Q_{i-1}t_i) = g(r_{i-1}, t_i)$. The transition path from $s_i$ to $r_i$ consists of zero or more suffix transitions; such a path exists by Theorem 2.

Consider the subpath from $r_{i-1}$ to $r_i$. The goto-transition $g(r_{i-1}, t_i) = s_j$ is taken first. After that there are two cases:

Case 1. If $s_j$ has already been visited during the traversal, then follow the suffix transition path until the first state $r$ is encountered such that $d(r)$ and $l(r)$ have non-empty values. Then $r = r_j$.

Case 2. If $s_j$ has not been visited yet, then evaluate a pair $(d, l)$ of columns as $(d, l) \leftarrow d(p(d(r_{j-1}), l(r_{j-1}), t_j)$, then (see Lemma 4 below) $(d, l) \equiv (D(s, j), L(s, j))$. This equivalence implies that $d(h) = D(h, j)$ and $l(h) = L(h, j) = |Q_j|$, where $h$ is such that $d(h)$ is the last essential entry of $d$. The algorithm then follows the suffix link path from $s_j$ to the state $r$ whose depth (distance from root) is $|Q_j|$. Then $r = r_j$ and the algorithm saves columns $(d, l)$ as $d(r) \leftarrow d$, $l(r) \leftarrow l$.

To make the whole traversal the above is repeated for $j = 1, \ldots, n$. As an initialization we set $d(root) \leftarrow D(s, 0)$, $l(root) \leftarrow L(s, 0)$. By (2), entry $D(h, 0)$ of $D(s, 0)$
is given as $D(h, 0) = \sum_{i=1}^{h} e(p_i \rightarrow e)$, and by (4), entry $L(h, 0)$ of $L(s, 0)$ is given as $L(h, 0) = 0$.

The algorithm has to output $j$ whenever $D(m, j) \leq k$. This is implemented such that Algorithm A outputs $j$ whenever $d(r_j)(m) \leq k$ during the traversal.

Consider then the correctness of Algorithm A. We need a notation: If $x$ is a suffix of $y$, we write $y|_x$, and if, moreover, $y$ is a suffix of $z$, we write $z|y|_x$.

The crucial point where Algorithm A saves compared to the on-line algorithm is Case 1. Assume that $s_j \equiv g(\text{root}, Q'_j)$ has been visited earlier. This means that $s_j$ has to belong to the suffix link path between $s_i$ and $r_i$ for some $i < j$, that is, $Q'_i[Q'_j]Q_i$. On the other hand we have:

**Lemma 3.** If $Q'_i[Q'_j]Q_i$ for some $i < j$, then $Q_j = Q_i$.

**Proof.** This is immediate when $D$ is viewed as a solution to the shortest path problem (see the proof of Theorem 1). □

This implies, noting Theorem 1, that a pair of columns equivalent to $(D(*, j), L(*, j))$ has already been stored as $(d(r_i), l(r_i))$. The dynamic programming can be skipped; the algorithm just follows the suffix transition path from $s_j$ to $r_i \equiv r_j$. Hence Case 1 is correct.

It is correct to use in Algorithm A columns that are only equivalent to the actual columns of $D$ and $L$. The essential entries of a new column of $D$ are determined by the essential entries of the previous column. Therefore we have the following lemma.

**Lemma 4.** If $(d', l') \equiv (D(*, j-1), L(*, j-1))$ and $(d, l) = dp(d', l', t_j)$, then $(d, l) \equiv (D(*, j), L(*, j))$.

Hence Algorithm A correctly outputs all $j$ such that $D(m, j) \leq k$.

**Analysis.** Let $Q = \{Q_i \mid 1 \leq i \leq n\}$, and let $q = |Q|$ be the size of $Q$, i.e. the number of different viable prefixes. Moreover, let $Q' = \{Q'_i \mid 1 \leq i \leq n\}$ and $q' = |Q'|$.

Algorithm A evaluates $\leq q'$ pairs of columns of $D$ and $L$, and stores $q$ of them. As the evaluation of each pair of columns takes time and space $O(m)$, and the time consumption for the rest is proportional to $n$ (note that the traversal takes $n$ goto-transitions and at most $n$ suffix transitions), we obtain:

**Theorem 5.** Algorithm A runs in time $O(nq' + n)$ and needs working space $O(nq)$ for storing the columns of the tables.

Next we analyze the growth of $q$ in more detail in the special case of the unit cost edit distance. Let $U_k(P) = \{x \in \Sigma^* \mid E(P, x) \leq k\}$ be the set of strings whose unit cost edit distance from $P$ is $\leq k$. The size of $U_k(P)$ has the following bound; c.f. Lemma 3 of [17].

**Theorem 6.** $|U_k(P)| \leq \frac{2^k}{k}(m + 1)^k(|\Sigma| + 1)^k$.

**Proof.** The size of $U_k(P)$ is $\leq$ the number of different traces (edit scripts) of length $\leq k$ that can be applied on $P$. Each trace consists of $\leq k$ actual editing steps and of zero or more identity steps $a \rightarrow a$. The number of traces equals the number of
different possibilities to select the actual steps. This can be estimated by bounding
the number of different ways of applying exactly $k$ steps that can include both actual steps and identity steps.

The $k$ steps are divided into two groups: The steps of the form $a \to x$ where $a \in \Sigma$, $x \in \Sigma \cup \{\epsilon\}$ (\(=\) group A; this contains the possible identity operations), and the steps of the form $\epsilon \to a$ where $a \in \Sigma$ (\(=\) group B).

In group A, each step $a \to x$ has a unique $p_i$ such that $a = p_i$. Moreover, $x$ can be selected in $|\Sigma| + 1$ different ways. Hence a group A consisting of $t$ steps can be selected in \((|\Sigma| + 1)^t\) different ways.

In group B, each step $\epsilon \to a$ can be selected in $(m + 1)|\Sigma|$ different ways because $\epsilon$ refers to any of the $m + 1$ intervals between the $m$ letters of $P$, and because $a$ can be selected independently of $\epsilon$ in $|\Sigma|$ different ways. Each interval can be selected arbitrarily many times. Hence a group B consisting of $t$ steps can be selected in \((m + 1)^t|\Sigma|^t\) different ways.

This gives

$$|U_k(P)| \leq \sum_{t=0}^{k} \frac{(|\Sigma| + 1)^t}{2^t} \leq 2 \sum_{t=0}^{k} \frac{(m + 1)^t|\Sigma|^t}{2^t} \leq \frac{12}{5} (m + 1)^k|\Sigma|^k$$

where we have assumed that $m \geq 1$ and $|\Sigma| \geq 2$. \(\square\)

As $q \leq \sum_{t=k}^{m} U_k(p_1 \cdots p_t) \leq m \cdot |U_k(P)|$, we have by Theorem 6

$$q \leq \frac{12}{5} (m + 1)^{k+1}|\Sigma| + 1)^k = O(m^{k+1}|\Sigma|^k). \quad (5)$$

As $q' \leq |\Sigma|^q$, we further obtain

$$q' \leq \frac{12}{5} (m + 1)^{k+1}|\Sigma| + 1)^{k+1} = O(m^{k+1}|\Sigma|^{k+1}). \quad (6)$$

Noting that $q \leq q' \leq n$, Theorem 5 with (5) and (6) gives:

**Theorem 7.** Algorithm A runs for the $k$-differences problem in time $O(m \min(n, m^{k+1}|\Sigma|^{k+1}) + n)$ and needs working space of $O(m \min(n, m^{k+1}|\Sigma|^{k+1})$.\)

5 Finding the next viable prefix fast

The method of the section can be understood as an advanced implementation of Algorithm A. Algorithm A always needs time $\Omega(n)$ because it scans symbol by symbol over the whole text $T$. In Algorithm B to be developed next this dependency on $n$ will be eliminated. Columns of $D$ for different viable prefixes will be found using dictionary operations implemented with balanced search trees. The method is
based on Lemma 3 and its implementation heavily depends on the special properties of STrie(T).

Assume that Algorithm A has performed the dynamic programming at $t_i$, has obtained $(d, l)$ equivalent to $(D(s, i), L(s, i))$, and has stored them as $d(r_i) \leftarrow d$, $l(r_i) \leftarrow l$ where $r_i = g(root, Q_i)$. Algorithm A will next examine the state $s_{i+1} = g(r_i, t_{i+1})$. If $s_{i+1}$ has already been visited, Algorithm A knows by Lemma 3 that dynamic programming can be skipped because $Q_{i+1}$ has to be equal to $Q_h$ for some $h \leq i$. State $r_{i+1} = g(root, Q_h) = g(root, Q_{i+1})$ is found by following the suffix link path from $s_{i+1}$. Then Algorithm A will examine $s_{i+2} = g(r_{i+1}, t_{i+2})$, and so on. Finally an unvisited state $s_j$ will be found, and dynamic programming is resumed.

To find $s_j$ directly after $s_i$, we first observe:

- the set of different viable prefixes can grow at $s_i$ and again at $s_j$, but it remains unchanged between them;
- the set of the visited states remains unchanged between $s_i$ and $s_j$;
- the string on the path from root to any state $s_{i+1}, \ldots, s_j$ is of the form $Q_h a$ for some $a \in \Sigma, h \leq i$.

Hence states $s_{i+1}, \ldots, s_j$ belong to the set $S_i = \{ s | s = g(root, Q_h a) \text{ for some } h \leq i, a \in \Sigma \}$ of states that are at the distance of one goto-transition from some state that can be reached from root along some viable prefix $Q_h$.

**Algorithm B.** For any state $s$ of STrie(T), let Key(s) denote the string such that $g(root, Key(s)) = s$, and for a set of states, let $Keys(S)$ be the set of strings $Key(s)$, where $s \in S$. We will associate with each state $s$ in $S_i$ value $loc(s)$ (to be defined precisely below) that gives the smallest index $h > i$ such that $Keyg(s)$ ‘could be’ equal to $Q_h$. During Algorithm B the uneliminated states $s$ in $S_i$ will be kept in dictionary $H$. The records in the dictionary are of the form $(s, loc(s))$ where $loc(s)$ is used as the search-key for $s$. The dictionary has to support insertions, deletions, and minimum extractions. By extracting the minimum element from $H$ we get the state $s$ with the smallest $loc(s)$. This state $s$ will be $s_j$ and $j = loc(s_j)$. Then new columns have to be evaluated by dynamic programming from $d(r)$ and $l(r)$, where $r = father(s_j)$, and from symbol $a$ such that $g(r, a) = s_j$.

For a precise definition of $loc(s)$ we need the concepts of elimination and covering.

To introduce the latter, consider strings $Q_v^t$, $i + 1 \leq v \leq j$, in more detail. As already mentioned, each $Q_v^t = Q_{v-1} t_v$ has to be equal to $Q_h a$ for some $Q_h$, $h \leq i$. Hence we have $Q_{v-1} = Q_h$. Moreover, viable prefix $Q_{v-1}$ is the longest among all viable prefixes of $T$ that are suffixes of $T_{v-1} = t_{v-1} \cdots t_{v-1}$.

**Lemma 8.** If $T_{v-1} \mid Q_v$, then $Q_{v-1} \mid Q_v$.

**Proof.** Use the interpretation of $D$ as a solution to the shortest path problem as presented in the proof of Theorem 1. □

This implies that each $Q_v^t$, $i + 1 \leq v \leq j$, has to be the longest string in $Keys(S_i)$ that is a suffix of $T_v$. If more than one string in $Keys(S_i)$ is a suffix of $T_v$, then these strings have to be suffixes of the longest one. With this in mind we make the following definition.

**Definition.** String $X$ covers an occurrence of string $Y$ at $v$ if $T_v \mid X \mid Y$. 
String $Key(s)$ is the longest element of $Keys(S_i)$ at $v$ if and only if $T_v|Key(s)$ and no other string in $Keys(S_i)$ covers $Key(s)$ at $v$.

We still need the concept of elimination. Its purpose is to incorporate Lemma 3 into our algorithm.

**Definition.** Strings $Q'_h$ and $Q_h$ eliminate a state $s$ and string $Key(s)$ if $Q'_h|Key(s)|Q_h$.

Note that the states visited by Algorithm A and the eliminated states defined here are same. By Lemma 3, dynamic programming need not be performed when entering an eliminated state.

We now define

$$loc(s) = \begin{cases} \infty, & \text{if } Key(s) \text{ is eliminated by some } Q'_h, Q_h \text{ where } h \leq i; \\ v, & \text{otherwise}, \end{cases}$$

where $v > i$ is the first occurrence of $Key(s)$ after location $i$ in $T$ that is not covered by some other string in $Keys(S_i)$. Note that $loc(s)$ is defined for all states $s$, not only for members of $S_i$. The algorithm also maintains these values for all $s$.

The algorithm selects $j \leftarrow \min_{s \in S_i} loc(s)$ using dictionary $H$ that contains $(s, loc(s))$ for states $s$ in $S_i$. The dynamic programming is performed next at $s_j$ such that $loc(s_j) = j$.

After this some $loc$-values have to be changed and $H$ must be updated such that it represents $S_j$ instead of $S_i$. The algorithm follows the suffix link path from $s_j$ to $r_j = g(root, Q_j)$. All states $s$ on this path become now eliminated if they are not eliminated earlier (this can be the case for all $s \neq s_j$). Hence $loc(s) \leftarrow \infty$; this is implemented simply by removing $s$ from $H$.

We have still to add into $H$ new elements corresponding to $S_j - S_i$ and to make the updates on $loc$-values due to covering. This happens only if $r_j$ is a new state not visited earlier. Then $(s, loc(s))$ is inserted into $H$ for all uneliminated $s$ such that $s = g(r_j, a)$ for some symbol $a$. Moreover, the appropriate changes to $loc(w)$ have to be done for all $w$ such that $Key(w)$ is covered by some $Key(s)$.

Here, again, the suffix transitions can be used. We call a state $w$ primary if $Key(w) = t_1 \cdots t_h$ for some $h$. (Note that the suffix transitions constitute a tree, with primary states as the leaves and $root$ as the root.) The next lemma follows from the definition of $loc$ and gives a method for updating; recall that $f$ denotes the suffix function.

**Lemma 9.** If $w$ is an eliminated state then $loc(w) = \infty$; if $w$ is primary but not eliminated then $loc(w) = depth(h(w))$; otherwise

$$loc(w) = \min loc(w')$$

where the minimum is over all $w'$ such that $f(w') = w$ and $w'$ is not in $S_i$.

This means, each $loc(w)$ that needs updating can be found by traversing the suffix link path from each new state $s \in S_j - S_i$. At each new eliminates state $w$, $w \neq s$, on such path the updated $loc(w)$ is evaluated from (7). As there are at most $|\Sigma|$ different $w'$ such that $f(w') = w$, the minimization in (7) can be done in time $O(\log |\Sigma|)$. If $(w, loc(w))$ is in $H$, the update is performed in $H$, too.
In summary, Algorithm B starts by inserting \((root, loc(root) = 0)\) into an initially empty dictionary \(H\). Then \((s_j, j) \leftarrow \text{extract-min}(H)\) is performed, \(H\) and the \(\text{loc}\)-values are updated, and this is repeated until \(H\) becomes empty. Whenever a column \(d(r)\) is stored such that \(d(r)(m) \leq k\), state \(r\) is marked for output. The final output phase lists all occurrences of \(Key(r)\) in \(T\), for all states \(r\) marked for output. These occurrences can be found from \(STrie(T)\) by standard methods.

The preprocessing phase creates \(STrie(T)\) and initializes values \(\text{loc}(s)\) using the method of Lemma 9 with \(S_i = \emptyset\).

**Theorem 10.** Algorithm B runs in time \(O(nq \log q + \text{size of the output})\) and needs working space of \(O(nq)\) for dictionary \(H\) and the columns of dynamic programming tables.

**Proof.** Algorithm B evaluates \(q'\) columns of \(D\) and \(L\). Dictionary \(H\) is implemented as a balanced search tree which takes \(O(\log |H|)\) time per dictionary operation. The algorithm performs the following \(q'\) times: selection of next \(s_j\) from \(H\) in time \(O(\log |H|)\); evaluation of new columns in time \(O(m)\); traversal from \(s_j\) to \(r_j\), removal of the eliminated states from \(H\) in time \(O(m \log |H|)\); insertion of states \(s = g(r_j, a)\) into \(H\) in time \(O(|\Sigma| \log |H|)\). Moreover, for each new state \(s\) inserted into \(H\) during the algorithm, \(\text{loc}(w)\) has to be updated for states \(w\) on the suffix link path from \(s\) to \(root\) and the corresponding changes have to be done in \(H\). The length of each such path is \(O(m)\), hence the updates take total time of \(O(|H|m(\log |\Sigma| + \log |H|))\).

This gives total time bound \(O(q' \log |H| + m + m \log |H| + |H| \log |\Sigma| + \log |H|)\) which is \(O(nq \log q)\) because \(q' \leq |\Sigma|^q, |H| \leq |\Sigma|^q\), and \(|\Sigma|\) is assumed constant.

The output time can be made linear in the size of the output if some care is devoted to the elimination of duplicated output.

The space requirement is \(O(nq)\) for the columns and \(O(|\Sigma|^q)\) for \(H\), hence \(O(nq)\). □

Theorem 10 together with upper bound (6) of \(q\) shows that for small \(k\) and large \(n\) Algorithm B can be faster than Algorithm A.

6 Simple algorithm

Dictionary \(H\) and the other mechanisms of Algorithm B for maintaining values \(\text{loc}(s)\) create relatively large overhead. We describe next Algorithm C, a simplified version of Algorithm B that uses only elimination of states but does not use \(\text{loc}\)-values. Algorithm C is easy to implement and has low overhead.

Algorithm C makes a depth-first-search over the uneliminated states. All states with a saved pair \((d, l)\) of columns are now kept in a stack. When there is a transition \(g(r, a) = s\) from the top state \(r\) of the stack to an uneliminated state \(s\), new columns are evaluated as \((d, l) \leftarrow dp(d(r), l(r), a)\). Columns \((d, l)\) and state \(r'\) are saved in the stack; state \(r'\) is the state on the suffix link path from \(s\) such that its distance from \(root, \text{depth} h(r')\), equals the length of the viable prefix associated with \((d, l)\).

The resulting algorithm is given below. Function \(\text{viable-prefix-length}(d, l)\) gives the length of the viable prefix represented by columns \((d, l)\), i.e., the value of \(l(h)\) where \(h\) is the largest index such that \(d(h) \leq k\). Function \(\text{output-mark}(r)\) adds state
$r$ to the list of states that represent the locations of the $k$–approximate occurrences of $P$ in $T$.

**Algorithm C.**

1. $\text{eliminated}(\text{root}) \leftarrow \text{true}$
2. $\text{search}(\text{root}, D(s, 0), L(s, 0))$.
3. **procedure** $\text{search}(r, d'(0 \ldots m), l'(0 \ldots m))$:
   4. for each state $s = g(r, a)$ for some $a \in \Sigma$ do
   5. if not$(\text{eliminated}(s))$ then
   6. $(d, l) \leftarrow dp(d', l', a)$
   7. length $\leftarrow$ viable–prefix–length$(d, l)$
   8. if depth$(s) >$ length do
   9. $\text{eliminated}(s) \leftarrow \text{true}; s \leftarrow f(s)$
   10. until depth$(s) =$ length or eliminated$(s)$
   11. if depth$(s) =$ length and not$(\text{eliminated}(s))$ then
   12. if $d(m) \leq k$ then output–mark$(s)$
   13. $\text{eliminated}(s) \leftarrow \text{true}$
   14. $w \leftarrow s$
   15. while $f(w) \neq \text{root}$ and
      $\text{eliminated}(f(w')) = \text{true}$ for all $w'$ such that $f(w') = f(w)$ do
   16. $w \leftarrow f(w'); \text{eliminated}(w) \leftarrow \text{true}$
   17. $\text{search}(s, d, l)$.

In Algorithm C the selection order of the next state $s$ is not based on loc$(s)$. Therefore Algorithm C can select a state $s$ that would have never been selected by Algorithm B; the optimal selection order implemented in Algorithm B can result into total covering of $s$ and therefore into an elimination of $s$ before it would come selected.

Fortunately, it is not a fatal error to select such an $s$. It only means that the algorithm first finds a too short viable prefix for some locations of $T$ but will find the correct, long–enough prefix later. All different essential parts of columns of $D$ will ultimately be evaluated.

Each viable prefix is of length $O(m)$. Before finding the correct prefix Algorithm C may find one or more of its proper suffixes. Therefore the total number of extra columns evaluated is $O(mq)$. In any case, the algorithm evaluates the same $q'$ columns as Algorithm B. Thus the total number of columns is $O(mq + q') = O(mq)$ and we have the following theorem.

**Theorem 11.** Algorithm C runs in time $O(m^2 q + \text{size of the output})$ and needs working space of $O(m^2 q)$.

## 7 Concluding remarks

Several relevant questions concerning the new algorithms remained unanswered. Most notably, these include theoretical analysis of the expected running times and experimental comparison of these and related algorithms from [2, 13, 17].

For modestly long $T$ it is feasible to implement our algorithms using the (compact) suffix tree of $T$. Adapting the methods for suffix automata seems simple, too.
However, for very long texts it is better to use the more space economical suffix array [15, 12] instead. The details and a practical fine–tuning of such an implementation are a subject for further study.
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