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Introduc+on	  to	  Computa+onal	  Crea+vity	  



Topics	  in	  Visual	  Crea+vity	  
•  Images	  &	  Pain+ngs	  

•  Design:	  Graphical,	  Industrial	  

•  Evolu+onary	  Architecture	  

•  Choreography	  

•  …	  
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Major	  ‘Concerns’	  of	  Computer	  Visual	  
Ar+sts	  

•  Representa+on	  

•  Genera+on	  

•  Inten+on	  

•  Evalua+on	  
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Images	  &	  Pain+ngs:	  Representa+on	  

I.  Descrip+ve:	  
–  Raster:	  a	  matrix	  of	  pixels,	  BMP,	  GIF,	  PNG,	  JPG,	  …	  

–  Vector	  Graphics:	  Bézier	  curve,	  …	  

–  Plan	  of	  composi+on	  

	  
II.  Procedural:	  

–  Mathema+cal	  func+on	  

–  Shape	  grammar	  

–  Commands	  for	  drawing	  robots	  

…	  Any	  sequence	  of	  ‘opera+ons’	  
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Example	  Representa+on:	  Bézier	  Curve	  
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typEm1	  by	  Catarina	  Maçãs	  
•  Generates	  fonts	  based	  on	  the	  emo+on	  

of	  a	  text	  
•  Using	  Fontas+c2,	  a	  Processing	  library	  

1.  h`ps://vimeo.com/74389105	  
2.  h`p://code.andreaskoller.com/libraries/fontas+c/	  



Example	  Representa+on:	  Composi+on	  
Plan	  
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There were some interesting findings in these results. Firstly, we noted that
anything but a 0.001 mutation rate resulted in premature convergence, which
– as suggested by a reviewer – is probably due to the roughness of the fitness
landscape. We found little discernable di↵erence between 1 point and 2 point
crossover, and as expected, with evolution only, the fitness achieved was largely
proportional to the population size and number of generations. The quickest
setup (labelled setup A in figure 1) achieved a fitness of 0.78 in only 9 seconds,
using hill-climbing with repetition factor 1. We found that hill-climbing with a
repetition rate of 100 achieved a fitness of 0.88, but took more than 10 minutes
to achieve (setup C). In comparison, the best evolved (non-hill-climbing) scene
had a fitness of 0.82 and took 670 seconds to produce (setup B). In contrast, an
evolutionary approach with population size 100 for 100 generations followed by
a hill-climbing session with repetition factor 10 achieved fitness 0.9 in only 98
seconds (setup D). It seems likely that we could achieve better results with di↵er-
ent settings, and perhaps by using an iterative hill-climbing approach. However,
as our main focus is on automatically generating fitness functions, and setup D
performs adequately for that task, we have not experimented further yet.

In figure 2, we show the scene generated using search setup D, which achieved
a fitness of 0.9. We see that, while there are a few outliers amongst the scene
elements, the desired properties of the scene are there. That is, the buildings at
the left and right of the scene are smaller in both width and height, less saturated
and higher, which gives them the appearance of distance. Also, the buildings at
the back of the scene are taller, less saturated and slightly brighter, again giving
the impression of distance. In figure 2, we also present two rendered versions
of the cityscape. The first is rendered using simulated coloured pencil outlining
(with a reduced palette of urban colours) of the buildings over a simulated pastel
base on art paper. The second is rendered using simulated acrylic paints over a
pastel base, on primed canvas, giving a slightly three dimensional e↵ect.

Fig. 2. Evolved setup D cityscape scene, rendered with: block shapes; simulated pastels
and pencils; and simulated acrylic paints.

Fig. 6. Cartesian flower arrangement scene; polar coordinate scene 1, rendered with
simulated acrylic paints onto a painting of leaves; polar coordinate scene 2, rendered
with simulated pastels and pencils; four invented flower arrangement scenes.

We ran a search using setup D to generate a scene with 150 flowers in it,
with the resulting scene given in figure 6. We also repeated this experiment
twice using polar instead of Cartesian coordinates for the scene elements, to give
a circular arrangement of the flowers. In figure 6, we present artistic renderings
of the two polar coordinate scenes. Using the Cartesian setup, we then ran the
automatic invention of fitness function routine 10 times, but to produce scenes
with only 50 elements, and we chose the four most interesting to show in figure
6 (an entirely subjective choice by the author). As with the invented cityscapes
of figure 5, each of the four scenes clearly exhibits a pattern. However, of the
six other scenes from the session (which are not shown), with four of them,
we could discern no obvious scene structure. These scenes scored less than 0.8
for fitness, and on inspection, this was because the fitness functions needed
to achieve contradictory correlations. With fewer attributes to seek correlations
between in this application than in the previous one, the likelihood of generating
such contradictory fitness functions was higher. We aim to get The Painting
Fool to avoid such cases in future. Including the time taken to find and segment
the flower photographs and for us to write the necessary code for attribute
calculation and segmentation translation, the entire session took around 4 hours.

6 Conclusions and Further Work

We have described a hybrid evolutionary/hill-climbing approach to the construc-
tion of scenes, via a correlation based fitness function, and a method which uses
the HR system to invent such fitness functions. To the best of our knowledge,
while this work fits into the context of co-evolution of fitness functions such as
in [8], it is the first time a descriptive machine learning system has been used to

(Colton	  2008)	  



Images	  &	  Pain+ngs:	  Representa+on	  

I.  Descrip+ve:	  
–  Raster:	  a	  matrix	  of	  pixels,	  BMP,	  GIF,	  PNG,	  JPG,	  …	  

–  Vector	  Graphics:	  Bézier	  curve,	  …	  

–  Plan	  of	  composi+on	  

	  
II.  Procedural:	  

–  Mathema+cal	  func+on	  

–  Shape	  grammar	  

–  Commands	  for	  drawing	  robots	  

…	  Any	  sequence	  of	  ‘opera+ons’	  
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Example	  Representa+on:	  
Mathema+cal	  Func+on	  	  
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(Machado	  et	  al.	  2007)	  

All the Truth About NEvAr 103

Figure 1. Evolutionary model of NEvAr. The active experiment is depicted in grey.

A final word goes to our efforts to automate fitness
assignment. Automatic Evaluation is still under devel-
opment; in Section 3 we will present our current ap-
proach and the experimental results achieved so far.
The filtering module is linked with the idea of auto-
matic evaluation and will be explained in Section 4.2.

2.1. Representation

In NEvAr, like in most GP applications, the individ-
uals are represented by trees. Thus, the genotype of
an individual is a symbolic expression, which can be
represented by a tree. The trees are constructed from a

Figure 2. Some simple functions and the corresponding images.

lexicon of functions and terminals. The internal nodes
are functions and the leafs terminals. We use a func-
tion set composed, mainly, by simple functions such
as arithmetic, trigonometric and logic operations. The
terminal set is composed by the variables x and y, and
by constants which can be scalar values or 3d-vectors.1

The interpretation of a genotype (an individual) re-
sults on a phenotype, which in NEvAr’s case is an
image. To generate an image, we evaluate the corre-
sponding expression for each pixel coordinate and the
output is interpreted as the greyscale value of the pixel.
In Fig. 2 we present some examples of genotypes and
their corresponding phenotypes.



Example	  Representa+on:	  Shape	  
Grammar	  
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(Machado	  and	  Nunes	  2010)	  

Made	  with	  Context	  Free	  (h`p://www.contexgreeart.org/)	  



Example	  Representa+on:	  Behavior	  of	  
Ar+ficial	  Life	  
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(De	  Smedt,	  Lechat	  and	  Daelemans	  2011)	  
	  
Each	  creature	  is	  constructed	  randomly	  from	  a	  
pool	  of	  components	  (heads,	  tails,	  cores,	  
flippers	  and	  tentacles).	  The	  way	  a	  creature	  is	  
constructed	  determines	  it's	  behavior	  later	  on	  in	  
the	  survival	  game.	  	  
	  



Example	  Representa+on:	  Behavior	  of	  
Ar+ficial	  Life	  
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Made	  with	  NodeBox	  (h`ps://www.nodebox.net/node/)	  



Images	  &	  Pain+ngs:	  Representa+on	  

Use/devise	  a	  representa+on	  which	  helps	  you	  
generate	  what	  you	  want!	  
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Images	  &	  Pain+ngs:	  Genera+on	  
•  From	  scratch:	  

–  take	  the	  x	  and	  y	  coordinates	  of	  a	  pixel	  as	  input	  
–  Parameterize	  a	  curve	  or	  shape	  
–  Fill	  a	  composi+on	  plan	  

•  From	  an	  input	  image:	  
–  Apply	  image	  filters	  
–  Apply	  paint	  strokes	  
–  Collage,	  Visual	  Operators	  (juxtaposi+on,	  fusion,	  replacement)	  

•  Gene+c	  Operators	  (in	  Gene+c	  Algorithm	  &	  Gene+c	  
Programming)	  
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Genera+on	  Example:	  Image	  Filters	  

DARCI	  (Digital	  Ar+st	  Communica+ng	  Inten+on)	  (Norton,	  Heath	  and	  
Ventura	  2011)	  
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Conveying Semantics through Visual Metaphor A:9

(a) cold (b) sad (c) grisly (d) creepy (e) scary

(f) fiery (g) happy (h) nonfigurative (i) lonely

Fig. 4. Examples of images created by DARCI during practice. These are created from the corresponding source images
found in Figure 5

(a) cold (b) sad (c) grisly (d) creepy (e) scary

(f) fiery (g) happy (h) nonfigurative (i) lonely

Fig. 5. The source images DARCI used to generate the corresponding images in Figure 4.

and purity tell us how well, as a whole, all the images clustered. For all the metrics (except for
entropy), the higher the value the better. It is clear that the distinct synsets have consistently better
scores than the similar synsets. This means that more confusion is occurring in the synsets that are
semantically more similar—the behavior we would expect in a system that is expressing appropriate
meaning in its artifacts.

We performed the same experiment using commissioned images rather than practice images.
Using the first of the practice gene pools for each synset just created, we commissioned DARCI
with three source images for each synset. Each commission was given 100 epochs to develop. The
top 40 images from each commission were collected making a total of 120 images per synset. The
empirical results of clustering these commissions are shown in Tables IV and V. Again, the distinct
synsets were more effectively clustered than the similar synsets as we would expect. It is interesting
to note that “nonfigurative” in Table IV has a value of 1.000 for precision. This tells us that there
was a cluster where 100% of images it contained were “nonfigurative.” However, the recall metric
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Source	  image	   A	  ‘creepy’	  version	  



Genera+on	  Example:	  Paint	  Strokes	  
The	  Pain+ng	  Fool	  (Colton	  2008)	  

21/09/15	   Introduc+on	  to	  Computa+onal	  Crea+vity	   15	  

1 The Painting Fool 21

Fig. 1.6 Example portraits using styles to heighten (L to R) sadness; happiness; disgust; anger;
fear and surprise.

we asked them to express one of six emotions, namely happiness, sadness, fear,
surprise, anger or disgust, which was captured in a video of roughly 10 seconds
duration. The emotion detection software then identified three things: (i) the apex
image, i.e., the still image in the video where the emotion was most expressed (ii)
the locations of the facial features in the apex image, and (iii) the emotion expressed
by the sitter – with around 80% accuracy, achieved through methods described by
Valstar and Pantic (2006). It was a fairly simple matter to enable The Painting Fool
to use this information to choose a painting style from its database of mappings
from styles to emotions and then paint the apex images, using more detailed strokes
on the facial features to produce an acceptable likeness. We found subjectively that
the styles for surprise, disgust, sadness and happiness worked fairly well in terms of
heightening the emotional content of the portraits, but that the styles for anger and
fear did not work particularly well, and better styles for these emotions need to be
found. Sample results for portraits in the six styles are given in Figure 1.6.

The combined system was entered for the British Computer Society’s annual
Machine Intelligence Competition in 2008, where software has to be demonstrated
during a 15 minute slot. The audience voted for the Emotionally Aware Painting
Fool as demonstrating the biggest advancement towards machine intelligence, and
we won the competition. More importantly for The Painting Fool project, we can
now argue that the software shows some degree of appreciation when it paints. That
is, it appreciates the emotion being expressed by the sitter, and it has an appreciation
of the way in which its painting styles can be used to possibly heighten the emotional
content of portraits.

1.4.3 Scene Construction

Referring back to the creativity tripod described in the guiding principles above,
we note that through the non-photorealistic rendering and the emotional modelling
projects, we could claim that the software has both skill and appreciation. Hence,
for us to argue in our own terms that the software should be considered creative,
we needed to implement some behaviours which might be described as imaginative.
To do so, we took further inspiration from Cohen’s AARON system, specifically
its ability to construct the scenes that it paints. It was our intention to improve upon
AARON’s scene generation abilities by building a teaching interface to The Painting

Page:21 job:ComputersCreativity macro:svmult.cls date/time:26-Jul-2011/16:01



Genera+on	  Example:	  Collage	  
(Krzeczkowska	  et	  al.	  2010)	  
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Fig. 2. Example collages
produced by the system.

We also wanted to include images retrieved from the
Internet, as these add a level of surprise,1 and a more
contemporary nature to the retrieved images. We in-
terfaced the collage generation system with both the
Google images and the Flickr APIs. In the former case,
the interface is fairly lightweight, given that Google
supplies a set of URLs for each keyword, which point
to the relevant images. In the latter case, however, a
URL must be built from information retrieved from
a photo-list, which is a non-trivial process. The three
image sources (Corel, Google, Flickr) are queried in a
random order, but when either Corel or Flickr return
empty results, Google is queried, as this always sup-
plies images. Note that we discuss experiments com-
paring Flickr and Google images in section 3.
• Scene Construction and Rendering

In the final stage of processing, the retrieved images
are assembled as a collage in one of a number of grid-
based templates. Then the system employs The Paint-
ing Fool’s non-photorealistic rendering capabilities [5]
to draw/paint the collages with pencils, pastels and
paints. In future, we will use the more sophisticated
scene generation techniques described in [4].

3 Initial Results

The first image in figure 2 portrays a typical collage produced by the system.
Here, a scheduled process happened to retrieve a Guardian news story about
the war in Afghanistan, with the headline ‘Brown may send more troops to
Afghanistan’. From the text, the words afghanistan, brown, forces, troops,
nato, british, speech, country, more and afghan were extracted. Images
were retrieved from Flickr accordingly, including a picture of a fighter plane,
a field of graves, a young woman in an ethnic headdress and an explosion. The
rendering style for this was simply to segment each image into 1000 regions and
present the images in an overlapping grid with 10 slots. This example hints at the
ability of the system to construct a collage which can semantically complement
a news story, or even add poignancy. The second collage in figure 2 provides a
hint of the possibilities for more interesting and perhaps playful juxtapositions.
This was produced in response to a news story on the England versus Australia
Ashes test cricket series, which had the headline: ‘England versus Australia –
as it happened!’ The images of the Houses of Parliament and a kangaroo in the
collage are fairly obvious additions. However, the Collage also contains a picture

1 For instance, at the time of writing, querying Flickr for images tagged with the word
“Obama” returns an image of a woman body-builder as the first result.

Based	  on	  a	  news	  story	  about	  the	  war	  in	  Afghanistan	  



Genera+on	  Example:	  Visual	  Operators	  

(Xiao	  and	  Linkola	  2015)	  
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Original	  images	  for	  ‘electricity’	  and	  ‘green’:	  

Juxtaposi+on	  

Fusion	  
Replacement	  



Images	  &	  Pain+ngs:	  Inten+on	  
•  Levels	  of	  ar+s+c	  inten+ons	  

•  State	  of	  the	  art:	  
–  Detect	  and	  express	  emo+ons	  (via	  stroke	  styles)	  

–  Represent	  the	  point	  of	  view	  (of	  a	  news	  story)	  
–  Express	  specific	  meanings	  

•  Communica+ng	  inten+on	  (Framing)	  
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Images	  &	  Pain+ngs:	  Evalua+on	  
•  Self-‐evalua+on	  

–  ‘General	  objec+ve’	  aesthe+c	  measures	  in	  math	  (Birkhoff	  1933)	  

–  Fitness	  func+ons	  in	  Evolu+onary	  Compu+ng	  (EC)	  	  

–  Learned	  mapping	  between	  image	  features	  and	  meanings	  

•  External	  evalua+on	  
–  Human	  cura+on	  

–  Human	  judge	  

–  Public	  exhibi+on	  
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Thank	  You!	  

21/09/15	   Introduc+on	  to	  Computa+onal	  Crea+vity	   22	  


