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Example

� fr(fA;Bg) = fr(fAg), i.e., 
onf (fAg ) fBg) = 1� ) fr(X [ fA;Bg) = fr(X [ fAg)� no need to 
ount the frequen
ies of sets X [ fA;Bg from thedatabase!� If there are lots of rules with 
on�den
e 1, then a signi
antamount of work 
an be saved� ! useful with strong 
orrelations and in dense 0/1 relations
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Example

� fr(fCg) = 0:6fr(fAg) = fr(fA;Cg) = 0.5fr(fBg) = fr(fEg) = fr(fB;Eg) = 0.3fr(fB;Cg) = fr(fC;Eg) = fr(fB;C;Eg) = 0.2fr(fA;Bg) = fr(fA;Eg) = fr(fA;B;Cg) = fr(fA;B;Eg) =fr(fA;C;Eg) = fr(fA;B;C;Eg) = 0:1
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Closures of item sets

� The 
losure of X � R in r isX+ = fA 2 R 
onf (X ) fAg; r) = 1g� i.e., the 
losure of X is the greatest set that o

urs on all therows in r on whi
h X o

urs� general properties of 
losures:{ X � X+{ (X+)+ = X+{ Y � X ) Y + � X+
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Closed sets

� item set X is 
losed i� X+ = X� the 
olle
tion of all 
losed sets:C` = fX+ X � Rg� 
losed sets and their frequen
ies alone are a suÆ
ientrepresentation for the frequen
ies of all sets:� either X is itself 
losed or some of its supersets is | in any 
aseX+ is 
losed and so its frequen
y is known� but whi
h of the 
losed supersets of X is the 
losure X+?the one with the greatest frequen
y (why?)� thus: fr(X) = maxffr(Y ) Y 2 C` and X � Y g
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Generators

� generators (also 
alled key patterns) are a 
omplementary 
on
ept� item set X is a generator of X+ i� there is no proper subsetY � X su
h that Y + = X+� the 
olle
tion of all generators:Gen = fX � R X+ 6= Y + for all Y � Xg� generators, too, are a suÆ
ient representation for all sets:� fr(X) = minffr(Y ) Y 2 Gen and Y � Xg� dis
overy of only frequent 
losed sets or frequent generators 
anbe mu
h more eÆ
ient than expli
it dis
overy of all frequent sets
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Example

� Closed sets:fCg; fA;Cg; fB;Eg; fB;C;Eg; fA;B;C;Eg� Generators:fCgfAgfBg; fEgfB;Cg; fC;EgfA;Bg; fA;Eg� frequen
y of fA;B;Eg?� frequen
y of fBg?
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Some properties of 
losed sets

� Ea
h row is a 
losed set:X 2 r ) X 2 C`� The 
olle
tion of 
losed sets is obtained as interse
tions of rows:C` = fTX2P X P � rg� jGenj � jC`j � jr0j where r0 is the (non multi) set of rows in r
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Dis
overy of all frequent generators

� Lemma If X 2 Gen then Y 2 Gen for all subsets Y � X� thus: being a generator is a downwards monotone property, justlike being a frequent set) the levelwise algorithm and Apriori in spe
ial are dire
tlyappli
able
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� re
all Apriori algorithm:1. C1 := ffAg A 2 Rg;2. l := 1;3. while Cl 6= ; do4. 
ompute Fl(r) := fX 2 Cl fr(X; r) � min frg;5. l := l + 1;6. 
ompute Cl := C(Fl�1(r));7. for all l and for all X 2 Fl(r) do output X and fr(X; r);� re�ne Fl(r) and Step 4 to sele
t frequent generators:4. 
ompute Fl(r) := fX 2 Cl fr(X; r) � min fr andfr(X; r) 6= fr(Y; r) for all Y � Xg;� add a step that outputs generators in the negative border:8. for all l and for all X 2 Cl n Fl(r) su
h thatfr(X; r) < min fr do output \X isin Bd�(Gen \ F(r;min fr))";
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� the negative border is needed above to determine (border of) the
olle
tion of frequent sets:� X is frequent i� there is no Y in the border su
h that Y � X� otherwise the frequen
y of X is the minimum of the frequen
ies ofits subsets in the output of the algorithm� frequent generators and the negative border are a 
ondensedrepresentation of frequent sets
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Dis
overy of all frequent 
losures

� the easy way:1. �nd all frequent generators2. 
ompute 
losures of the generators from the database
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Condensed representations: a formulation

� a 
lass of stru
tures Str = fsi i 2 Ig, where the index set I 
anbe �nite or in�nite� examples:{ StrR;01, the 
lass of all 0/1 relations over the attributes R{ StrR;D, the 
lass of all relations over the domain D andattributes R{ StrE , the set of all event sequen
es with event types from theset E.� Q = fQ1; : : : ; Qpg, a �nite 
lass of queries for Str� Q(s) 2 [0; 1℄ for all Q 2 Q; s 2 Str
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� example query 
lasses for StrR;01:{ the 
onjun
tive queries Q^ = fQX : r 7! fr(X; r) X � Rg{ the disjun
tive queriesQ_ = fQ0X : r 7! jft2r t[A℄=1for someA2Xgjjrj X � Rg
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� an "-adequate representation for Str with respe
t to Q:{ Rep = fri i 2 Ig, a 
lass of stru
tures{ m : Q�Rep! [0; 1℄, a query evaluation fun
tion{ jQ(si)�m(Q; ri)j � " for all Q 2 Q and si 2 Str� min fr=2-adequate representation for frequent sets:{ original 
lass of stru
tures: StrR;01{ query 
lass: the 
onjun
tive frequen
y queries Q^{ 
ondensed 
lass of stru
tures: frequent 
losed setsF(r;min fr) \ C`{ query evaluation fun
tion of QX 2 Q^:r 7! max(ffr(Y; r) Y 2 F(r;min fr) \ C` and X �Y g [ fmin fr=2g)
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� Lossless (0-adequate) 
ondensed representations for frequent setsand their frequen
ies{ frequent generators and their negative border{ frequent 
losed sets� Lossless 
ondensed representations for the 
olle
tion of frequentsets (not frequen
ies){ positive border{ negative border
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� Approximate ("-adequate, " � 0) 
ondensed representations:{ a random sample{ Æ-free sets, almost 
losures{ disjun
tion-free sets, disjun
tion-free generators{ ...



Data mining, Autumn 2002, Closed sets, generators, 
ondensed representations 18

Æ-free sets/almost 
losures

� idea: relax the de�nition of 
losure� B is \almost" in the 
losure of A ifjM(fAg; r)j � jM(fA;Bg; r)j � Æ� do not output X if it is almost in the 
losure of some other set� allows limited approximation error; 
an redu
e the size of outputand running time 
onsiderably
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Experimental resultsDataset, min fr jF(r;min fr)j db s
ans jF(r;min fr) \ C`j db s
ans jF(r;min fr) \ 4 � C`j db s
ansANPE, 0.005 412092 11 182829 10ANPE, 0.05 25781 11 11125 9 10931 9ANPE, 0.1 6370 10 2898 8ANPE, 0.2 1516 9 638 7
ensus, 0.005 85950 9 39036 8
ensus, 0.05 90755 13 10513 9 5090 8
ensus, 0.1 26307 12 4041 9
ensus, 0.2 5771 11 1064 9[Bouli
aut & Bykowski, PAKDD 2000℄
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