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FP-tree, FP-growth, CLOSET

� FP-tree data struture� FP-growth algorithm for �nding all frequent sets� CLOSET algorithm for �nding frequent losed sets� Literature for this part
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Key properties

Problem: disovery of frequent sets� a ompressed representation of the database (FP-tree)� no expliit generation of andidates� reursive partitioning of searh spae



Data mining, Autumn 2002, Finding frequent (losed) sets with tree strutures 3

Key ideas

� san database one, ompute the frequenies of singletons� san the database for a seond time and store it as a tree, alsostore ounts in the tree� while building the tree, prune and sort items by their frequeny(try to minimize the tree size)� determine frequent sets using the tree, without aessing thedatabase again
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Example relation

(here a; b; : : : 2 R are items)Row Ordered frequent itemsa; ; d; f; g; i;m; p f; ; a;m; pa; b; ; f; l;m; o f; ; a; b;mb; f; h; j; o f; bb; ; k; p; s ; b; pa; ; e; f; l;m; n; p f; ; a;m; pFrequeny threshold = 3/5.
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FP-tree
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Construting FP-tree

� �rst database san: frequent sets and absolute frequenies aref : 4,  : 4, a : 3, b : 3, m : 3, p : 3� initialize the FP-tree (frequent pattern tree) T :T = node labeled \null"� seond database san: for eah row{ read the row{ remove infrequent items and sort the frequent ones indesending order by frequeny{ add the resulting string to T , update ounts as neessary
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FP-tree data strutures

� a tree, with the root labeled \null", and with paths in the treerepresenting item pre�xes� links aross the tree, linking all ourrenes of the same item inthe tree� eah node (exept null) onsists of{ item name: item identi�er{ ount: nr of rows reahing this node{ node link: link to next node in the tree with the same itemidenti�er� frequent item header table: starting point for the ross links
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String insertion proedure

� proedure insert tree(string [pjP ℄, tree rooted at T )� p is the �rst item of the string and P is the remaining string� the 2nd database san: for eah row t 2 r all insert tree(t0, T ),where t0 is the pruned and resorted ontents of the row, and T isthe root of the tree1. if T has a hild node N suh that N .itemname = p then2. N .ount++;3. else4. reate a new node N ;5. N .itemname := p; N .ount := 1;6. update nodelinks for p to inlude N ;7. if P is non-empty8. all insert tree(P , N);



Data mining, Autumn 2002, Finding frequent (losed) sets with tree strutures 9

Analysis

� Time omplexity:{ 2 sans over the database{ tree building: O(jjrjj) (total number of items)� Spae omplexity:{ O(jjrjj){ average omplexity muh better!? (pruning and sorting ofitems){ tree height bounded by the size of the maximal row
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Finding frequent sets

FP-growth algorithm� for all frequent items A, in inreasing order of frequeny (i.e.,starting from the bottom of the header table and the tree):{ traverse all ourrenes of A in the tree using the node links{ at eah node N with N .itemname = A, determine thefrequent sets in whih A ours{ do this by only looking at the path from root to N(all sets inluding nodes below N have been generated alreadyin earlier iterations)
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Exampleitem p� two paths{ f : 4,  : 3, a : 3, m : 2, p : 2{  : 1, b : 1, p : 1� i.e., fam ours twie with p and b one; p's frequeny is2+1=3� ) p's onditional pattern base (note: p removed, ountsadjusted):{ f : 2,  : 2, a : 2, m : 2{  : 1, b : 1� frequent sets that ontain p are determined by the onditionalpattern base!
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� ) reursively build an FP-tree for the onditional base and �ndfrequent sets there, then add p to them all� the reursive all:� onditional \data base" given as input{ f : 2,  : 2, a : 2, m : 2{  : 1, b : 1� 1st database san: only  : 3 is frequent� ) p is frequent, frequeny 3/5
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Example

item m� two paths{ f : 4,  : 3, a : 3, m : 2{ f : 4,  : 3, a : 3, b : 1, m : 1� p an now be ignored, sets ontaining it were found already� m's onditional pattern base:{ f : 2,  : 2, a : 2{ f : 1,  : 1, a : 1, b : 1� m's onditional FP-tree: just one path f : 3,  : 3, a : 3� reursively �nd frequent patterns in the onditional FP-tree, �rstfor a, then for  and f
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Example, onditional FP-tree of m
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Example, onditional FP-trees of ma and ma

Observation: if the tree onsists of just one path, one an simplygenerate all ombinations of items
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FP-growth algorithm

Algorithm FP-growth((onditional) FP-tree T , ondition X � R)First all: FP-growth(root, ;)1. if tree T onsists of a single path then2. for all ombinations Y of items in the path3. output set X [ Y and the minimum ountof nodes in Y ;4. else for eah item A in the header table of T5. output Z := X [ fAg and the ount A.ount;6. onstrut Z's onditional FP-tree TZ ;7. if TZ 6= ; then all FP-growth(TZ ; Z);
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Experimental results
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CLOSET: losed sets with FP-tree

� use onditional pattern bases to loate losed sets� Lemma Consider the onditional database of some set X and the(possibly empty) set Y of items that appear in every row of theonditional database. X [ Y is losed if no losed set Z has beenyet found suh that X [ Y � Z and Z's ount is idential to Y 'sount in the onditional database.
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CLOSET optimizations to FP-growth

� the set Y of items that appear in every row of the onditionaldatabase | if not empty | is a pre�x of the only path from theroot of the onditional FP-tree) handle these diretly, not reursively� in more general, if there exists a single pre�x path from the root,possibly several losed sets an be extrated diretly� if X � Y , the ounts are equal, and Y is losed, then there are nolosed sets that ontain X but not Y) suh sets X an be pruned
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Single path optimization
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Experimental results

� Again: number of frequent losed set vs. frequent sets
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� Performane omparision with other algorithms for losed frequentsets
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